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Abstract 

Thanks to the pioneering work of Grätzel (Nature 353 (1991) 737), dye-

sensitized solar cells (DSSC) are becoming more and more popular due to the 

possibility of cheap conversion of solar radiation into electricity. An oxide 

semiconductor, such as titanium dioxide (TiO2), in DSSC cells forms an anode on 

which dye molecules are adsorbed, absorbing light in the visible range. The ability 

to convert light into electricity depends on the electron properties of the 

semiconductor and dye as well as the type of their connection. Component 

compatibility affects the photovoltaic properties of the hybrid material. The proper 

selection of dyes for a particular semiconductor can be made by employing 

computer simulations of their electronic and optical properties. Determining the 

method of electron transfer between the dye and the semiconductor gives the 

possibility of a well-thought-out selection of photovoltaic components. 

The aim of the work was to create a methodology for computer simulations 

to predict the electron and optical properties of hybrid materials based on ruthenium 

dye/TiO2 nanostructure. This allowed us to determine the mechanism of electron 

transfer between the dye and the semiconductor. 

Quantum-chemical calculations of the electron properties of TiO2 with 

oxygen vacancies and doped with zirconium (Zr), copper (Cu), manganese (Mn), 

nickel (Ni), and nitrogen (N) ions in the form of a bulk crystal, thin films, and 

nanostructures were performed. The impurity ions were selected based on 

performed experimental studies. A DFT-based method to calculate the structural 

and electron properties of semiconductor materials was developed using 

appropriate Hubbard parameters. It has been proven that the use of Hubbard's 

corrections gives computational results in agreement with the experimental data of 

both structural and electron parameters. The influence of individual ions and the 

role of oxygen vacancies in the TiO2 structure on the charge transfer process in 

DSSC cells was determined. It was found that the Zr impurities stabilize the anatase 

form of the TiO2 nanostructures and generate oxygen vacancies, which is conducive 

to photoconductivity. It has been proven that doping of the TiO2 with other ions 

lowers the band gap of the semiconductor, but only donor levels with high energy 

dispersion favor photoconversion processes. The results of the performed research 
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indicate that the type of admixture and its content has a significant impact on the 

charge transfer in DSSC cells. 

Quantum-chemical calculations of electron and optical properties of two 

groups of ruthenium dyes were carried out. In the first group there were dyes with 

one trisbipyridine center in the molecule, and in the second - dendrimer dyes with 

two trisbipyridine centers each. The dyes differed in the position and number of 

anchor groups (-COOH) and in the construction of the separator between the 

trisbipyridine and the anchor. It was shown that the intramolecular electron transfer 

capability depends on the position of the anchor group. Dyes with an anchor in the 

meta and para position adsorb on the TiO2 surface in a similar amount, but the 

efficiency of cells sensitized with para-substituted dye is higher. It was found that 

the additional anchor group placed in the para position to the metallic center 

improves the charge transfer. It was shown that the replacement of the ethynyl π-

linker with the phenyl one in the dye weakens the intramolecular electron 

transmission capacity but increases the lifetime of the free charges, which has a 

positive effect on the operation of DSSC cells. 

An innovative method of modeling the geometry of hybrid systems was 

developed, consisting in substituting a dye in place of the anchor and separator, 

which made it possible to preserve the structure of trisbipyridine groups. Three 

types of possible connections between the dye and the semiconductor have been 

identified. The stability of the resulting hybrid systems and the quantitative charge 

transfer between the hybrid components were analyzed. Using the method of 

computer simulations and the results of experimental studies, the mechanism of 

electron transfer in the studied systems was explained. It was found that two-step 

dye/semiconductor transitions make the main contribution to the photoconversion 

process. 

The presented work completes the state of the art regarding charge transfer 

processes in dye cells. The presented results are important for the search for new 

sensitizers and may be a starting point for further research beyond the field of 

photovoltaics. 
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Streszczenie 

Dzięki pionierskiej pracy Grätzela (Nature 353 (1991) 737) barwnikowe 

ogniwa słoneczne (DSSC) stają się coraz bardziej popularne ze względu na 

możliwość taniej konwersji promieniowania słonecznego na energię elektryczną. 

Półprzewodnik tlenkowy, jakim jest między innymi dwutlenek tytanu (TiO2), w 

ogniwach DSSC tworzy anodę, na której są zaadsorbowane molekuły barwnika, 

absorbujące światło w zakresie widzialnym. Zdolność konwersji światła na energię 

elektryczną zależy od właściwości elektronowych półprzewodnika oraz barwnika 

jak również rodzaju ich połączenia. Kompatybilność komponentów wpływa na 

właściwości fotowoltaiczne materiału hybrydowego. Właściwego doboru 

barwników do konkretnego półprzewodnika można dokonać na drodze symulacji 

komputerowych ich właściwości elektronowych i optycznych. Określenie sposobu 

transferu elektronów miedzy barwnikiem a półprzewodnikiem daje możliwość 

przemyślanego doboru komponentów fotowoltaicznych. 

Celem pracy było stworzenie metodyki prowadzenia symulacji 

komputerowych pozwalających przewidywać właściwości elektronowe i optyczne 

materiałów hybrydowych na bazie barwnik rutenowy/nanostruktura TiO2. Dało to 

możliwość określenia mechanizmu przepływu elektronów między barwnikiem a 

półprzewodnikiem.  

Przeprowadzono obliczenia kwantowo-chemiczne właściwości 

elektronowych TiO2 zdefektowanego wakansami tlenowymi oraz 

domieszkowanego jonami cyrkonu (Zr), miedzi (Cu), manganu (Mn), niklu (Ni) i 

azotu (N) w formie kryształu objętościowego, cienkich warstw oraz nanostruktur. 

Jony domieszek wybrano na podstawie prowadzonych badań eksperymentalnych. 

Opracowano metodę obliczeń DFT właściwości strukturalnych i elektronowych 

materiałów półprzewodnikowych wykorzystując odpowiednie poprawki 

Hubbarda.  Udowodniono, że stosowanie poprawek Hubbarda daje zgodność 

wyników obliczeniowych z doświadczalnymi zarówno parametrów strukturalnych 

jak i elektronowych. Ustalono wpływ poszczególnych jonów oraz rolę wakansów 

tlenowych w strukturze TiO2 na proces przenoszenia ładunku w ogniwach DSSC. 

Stwierdzono, że domieszki Zr stabilizują anatazowe nanostruktury TiO2 oraz 

generują wakanse tlenowe, co sprzyja fotoprzewodnictwu. Udowodniono, że 

domieszkowanie TiO2 pozostałymi jonami obniża przerwę energetyczną 
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półprzewodnika, ale tylko poziomy donorowe o dużej dyspersji energetycznej 

sprzyjają procesom fotokonwersji. Rezultaty przeprowadzonych badań wskazują, 

że rodzaj domieszki oraz jej zawartość ma znaczący wpływ na transfer ładunku w 

ogniwach DSSC.  

Przeprowadzono obliczenia kwantowo-chemiczne właściwości 

elektronowych i optycznych dwóch grup barwników rutenowych. W pierwszej 

grupie były barwniki posiadające jedno centrum trisbipirydynowe w molekule, a w 

drugiej - barwniki dendrymerowe zawierające po dwa centra trisbipirydynowe. 

Barwniki różniły się od siebie pozycją i ilością grup kotwiczących (-COOH) oraz 

budową separatora między trisbipirydyną a kotwicą. Pokazano, że zdolności 

wewnątrzcząsteczkowego przenoszenia elektronów zależą od pozycji grupy 

kotwiczącej. Barwniki z kotwicą w położeniu meta i para adsorbują na powierzchni 

TiO2 w podobnej ilości, ale wydajność komórek uczulonych para-podstawionym 

barwnikiem jest większa. Stwierdzono, że dodatkowa grupa kotwicząca 

umieszczona w pozycji para do centrum metalicznego usprawnia przepływ 

ładunku. Pokazano, że wymiana π-łącznika etynylowego na fenylowy w barwniku 

powoduje osłabienie zdolności wewnątrzcząsteczkowej transmisji elektronów ale 

zwiększa czas życia ładunków swobodnych, co ma pozytywny wpływ na działanie 

ogniw DSSC.  

Opracowano nowatorską metodę modelowania geometrii układów 

hybrydowych, polegającą na podstawieniu barwnika w miejsce kotwicy i 

separatora, co dało możliwość zachowania struktury grup trisbipirydynowych. 

Stwierdzono trzy typy możliwych połączeń między barwnikiem a 

półprzewodnikiem. Przeanalizowano stabilność powstałych układów hybrydowych 

oraz ilościowy transfer ładunku między komponentami hybryd. Wykorzystując 

metodę symulacji komputerowych oraz wyniki badań eksperymentalnych 

wyjaśniono mechanizm transferu elektronów w badanych układach. Stwierdzono, 

że główny wkład do procesu fotokonwersji mają przejścia dwuetapowe 

barwnik/półprzewodnik.  

Przedstawiona praca uzupełnia stan wiedzy dotyczący procesów transferu 

ładunku w ogniwach barwnikowych. Zaprezentowane wyniki mają znaczenie dla 

poszukiwania nowych sensybilizatorów oraz mogą stanowić punkt wyjścia do 

dalszych badań wykraczających poza obszar fotowoltaiki. 
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Chapter 1 

INTRODUCTION 

 

1.1. Solar energy conversion 
Civilizational development forces an increasing electricity demand. 

Resources of fossil energy sources, such as coal or natural gas, are becoming scarcer 

and less accessible. An alternative is solar radiation being a source of renewable 

energy. The photovoltaic (PV) effect, discovered in 1839 by French physicist 

Alexandre Edmond Becquerel, is a property of some materials that use solar light 

to produce electricity. The main idea of research and development in the field of 

photovoltaics is generally to ensure better efficiency of photovoltaic devices while 

reducing the costs of obtaining electricity and, most importantly, to enable their use 

on a large scale.   

The use of solar energy requires the development of methods for its 

conversion into electricity and the production of appropriate materials for this 

purpose. Today, the most widespread technology that uses solar energy is silicon 

photovoltaics. The production of silicon-based photovoltaic cells is relatively 

expensive. Therefore, new, cheaper, and environmentally friendly materials are 

being sought that would enable the effective conversion of solar energy into 

electricity. 

 

1.2. Three generations of solar cells 
Currently, commonly used photovoltaic elements are based on a silicon 

material creating first-generation photovoltaic cells. However, the critical issue for 

this type of photovoltaic device is the high price of pure silicon, the non-flexibility 

of the material, and the high weight of the devices. Generally, silicon cell 

technology is based on a combination of n- and p-type doped silicon wafers, thus 

creating p-n junctions. Silicon solar cells can be divided into two groups: those 

using monocrystalline and polycrystalline silicon. The construction of 
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monocrystalline silicon solar cells is based on silicon layers possessing a thickness 

of 0.1 - 0.3 nm and in consequence, they are called thick-film cells. Moreover, 

crystalline silicon has an indirect energy gap equal to 1.1 eV1,2 and a very low 

absorption coefficient3,4 which necessitates the construction of silicon cells in the 

form of thick plates. On the other hand, grain boundaries impede charge flow, 

making polysilicon cells show lower efficiencies than their monocrystalline 

counterparts. The advantages of silicon-based solar cells include high efficiency, 

which has exceeded the threshold of 26% in recent years5. Difficulties associated 

with the synthesis process and the costly production of monocrystalline silicon lead 

scientists to investigate thin-film cells.      

The development of the chemical vapor deposition (CVD) technique 

initiated the production of thin-film solar cells, called second-generation 

photovoltaic cells. In this case, structures based on amorphous silicon are used. 

Compared to solar cells made of monocrystalline silicon, thin films of amorphous 

silicon provide many times more efficient absorption of solar radiation increasing 

the efficiency of solar cells. Second-generation thin-film solar cells are also built 

based on chalcogenides. One of the most successful photovoltaic technology is 

based on cadmium telluride (CdTe) solar cells developed by American 

manufacturer First Solar6. CdTe belongs to the II-IV semiconductor group with a 

direct band gap of 1.5 eV and high absorption coefficient7. For this moment it is 

one of the most effective structures taking into account the lifetime of the 

constructed devices8. However, CdTe-based cells contain highly toxic cadmium 

making difficult their production and causing risky and costly recycling and 

disposal9. After the solar generation boom in the last decades, the problem of 

recycling old cells became important. Environment-friendly materials became a 

new trend in photovoltaics.       

For economic reasons, thin-film cells based on amorphous silicon or 

semiconducting materials such as CdTe, GaAs, InGaP, and other semiconductors 

belonging to the groups III-V of the periodic table are competitive with first-

generation cells. Certainly, the consumption of fewer amount of materials for their 

production and the possibility of depositing layers of semiconductors on flexible 

substrates are their main advantages. Unfortunately, just like the previous 

generation, they have many limitations, which mainly include stability, low 

efficiency, and the use of rare (In, Te) and toxic (Cd, As) elements. However, it 
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should be admitted that the second-generation multi-junction cells, due to their high 

durability and relatively good photoconversion efficiency, dominate over other PV 

cells. Unfortunately, this is associated with high production costs, for which, as in 

the case of thin-film cells, toxic elements are used. Third-generation PV devices 

use all the achievements of first and second-generation cells: promising 

technological solutions, flexibility, and non-toxicity. Third-generation cells can be 

divided into two groups. One of them is based on Concentrated Photovoltaics 

(CPV) approach focusing the sun's rays on the absorber. The technology uses lenses 

and mirrors to focus solar radiation on a small area. CPV has its roots in space 

technology and uses multi-junction cells, consisting of several semiconductor 

materials with different band gaps, stacked on top of each other. On the other side, 

the use of multiple layers during one photoactivation process makes it possible to 

overcome the Shockley-Quesser limit. Sharp Corporation pioneered this 

technology in 2009, combining three semiconductor layers with different band 

gaps, absorbing light across the entire solar spectrum (see Fig. 1.1)10,11,12. They 

built CVP solar cells with photoefficiency at the level of 44.4 %.  

 

 
Figure 1.1 Spectral absorption distribution for three photo-absorption layer system (reprinted 

from10). The bottom layer is made from InGaAs (Eg = 0.97-0.99 eV), the middle layer – GaAs (Eg 
= 1.43 eV), and the top layer – InGaP (Eg = 1.88 eV) 

 

Third-generation cells also include organic cells, where photoconversion 

occurs in organic semiconductors. The main working material in these cells is 

conjugated polymer, where the π orbitals support the conduction of charge carriers. 

Organic cells belong to the group of thin-film cells, produced at low temperatures 

using vacuum evaporation or solution printing techniques. The highest 

photoconversion efficiency in these cells so far, amounting to 18.07%, was 
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recorded in 2021 by Ming Zhang and coworkers13.     

 The other group of third-generation photovoltaic devices is dye solar cells. 

They are built based on a porous layer of semiconductor nanoparticles sensitized 

with organic dyes. The light stimulates the dyes in the cell, which are actively 

involved in the conversion of radiation into energy. One group of these solar cells 

creates dye-sensitized solar cells (DSSC), which will be described in more detail in 

the next chapter.          

 In addition to the above-described third-generation technologies, there are 

many new concepts for building solar cells. They assume, for example, the use of 

quantum dots - semiconductor nanocrystals with a size of 1-20 nm14,15. By changing 

the shape and size of quantum dots, it is possible to control the width of their energy 

gap, which significantly affects the range of absorption of sunlight. In this case, the 

quantum dots can be used as light-absorbing elements in high-efficiency solar cells. 

The photoconversion efficiency of Cu–In–Ga–Se quantum dots in the solar cells 

reached the level of 11.5% 16,17.  

Perovskite cells are also representative of the third-generation of solar cells. 

It is a type of solar cell containing a perovskite structural compound, most 

commonly hybrid organic-inorganic lead or tin halide-based material, as the active 

light-collecting layer. The easiest way to characterize perovskite structure is 

presented in Fig. 1.2. The A-type cation located in the center of the cube is 

surrounded by B atoms (also positively charged cations) present in the corners of 

the cube. The faces of the cube are occupied by smaller negatively charged X atoms 

(anions). Perovskites possess properties such as a wide absorption spectrum, fast 

and long lifetime of carrier separation, long electron and hole transport distances, 

and many others that make them very promising materials for semiconductor solar 

cells. The typical band gap of perovskite material is around 1.5 eV18.  In South 

Korea’s Ulsan National Institute of Science and Technology (UNIST) perovskite 

solar cells were built possessing photoconversion efficiency equal to 25.8% 19. The 

principles of perovskite cells were first created by Miyasaka and coworkers20. The 

schematic illustration of the idea of a perovskite solar cell is presented in Fig. 1.2. 

Also there the incident-photon-to-current efficiency (IPCE) of the CN3NH3PbBr3 

and CN3NH3PbI3 based perovskite solar cells are presented.  
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Figure 1.2 Schematic structure of perovskite crystal, perovskites acting as sensitizers on TiO2 and 
incident-photon-to-current efficiency measures for example of perovskite solar materials20

Comparing the data from market analyses, it can be concluded that 

traditional photovoltaic technologies based on crystalline silicon maintain their 

leading position, but in the future, an increasing expansion of 2nd and 3rd generation 

technologies can be expected. Also, we should not underestimate new concepts in 

solar cell technologies that are currently in the development stage but may become 

leading in the future. 

1.3. Dye-sensitized solar cells (DSSC)
Grätzel who conducted pioneering research in this field first developed dye-

sensitized solar cells (DSSC)21. They are becoming more and more popular due to 

their low-cost conversion of solar radiation into electricity22. Compared to silicon 

cells, dye PV cells are made of cheaper materials safe for the environment. 

Currently, the maximum efficiency of this type of cell reaches 13%, and the lifetime 

estimated based on stability tests in operating conditions is up to 10 years23. Taking 

into account the efficiency, the dye cell, unfortunately, cannot be compared to the 

traditional silicon cell, but its advantages support the spread of this type of device 

on the market. 
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The DSSC cell has a layered structure and is a photoelectrochemical system 

with an electrolyte containing a redox mediator. The diagram of the construction 

and operation of a DSSC is shown in Fig. 1.3. A particularly important element of 

the entire system is a porous oxide layer with a thickness of several micrometers, 

which is deposited on a transparent substrate. Most often it is glass coated with a 

thin layer of fluorine-doped tin oxide (FTO). The mentioned oxide built a 

photoanode, a fundamental element of DSSC that can improve the general 

efficiency of solar cells. Photoanode must be constructed with transparent material 

allowing the sunlight to reach photoactive elements – dyes deposited on the surface 

of the oxide. The material creating the photoanode must be highly conductive to 

transport photoactivated electrons. One of the most selected materials for photo-

anode is TiO2 in anatase form. Much more information concerning the properties 

of TiO2 will be presented in Chapter 2. In an effective dye/semiconductor system, 

the dye absorption on the semiconductor surface must be maximized. This requires 

a high mesoporosity of the semiconductor structure24.   

The organic dye molecules work as photosensitizers in DSSC. They are the 

main light harvester making light absorption (1) (see Fig. 1.3), electron injection 

into photoanode (2), and hole injection into the electrolyte for their recharging. 

Dyes must follow the selected criteria:  

1) Processes (2) and (4) (see Fig. 1.3) require specific distribution of higher 

occupied molecular orbital (HOMO) and lower unoccupied molecular orbital 

(LUMO) of dye, comparing the conductional band of the semiconductor. The 

LUMO (D*) level must have more negative potential than the bottom of the 

conductional band of the semiconductor (V vs NHE). The HOMO (D/D+) level 

of dye must be more positive than the potential of electrolyte (V vs NHE) for 

effective dye recharging process (4), and hole distribution to the counter 

electrode (5) and electrolyte regeneration (6). The difference between the 

LUMO (D*) level of dye and the bottom of the conductional band is named 

electron injection overpotential. The difference between the HOMO (D/D+) 

level of dye and electrolyte level is named dye regeneration overpotential. All 

elements of DSCC must be selected in such a way that named overpotential is 

left on a low level, only slightly higher than zero. 
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Figure 1.3. Schematic energy diagram and basic principles for DSSC with liquid electrolyte part: 

band position of TiO2 and schematic energy level for Ru(pby)3
+2 I-/I-

3 electrolyte, counter 
electrode(Ag -4.3eV or Au-4.9eV or Pt -6.35eV E vs. vacuum): 1) light absorption on dye, 
2)electron injection from dye to semiconductor, 3)electron transfer in semiconductor to the 

working electrode, 4) interception of the oxidized dye by a redox mediator, 5) oxidized defuse 
toward the counter electrode, 6)redox mediator regeneration and 7)parasitic recombination, blue 

line(must be avoided) 
 

2) For effective charge injection (2) in a dye/semiconductor system anchoring 

groups of the dyes take a role. They make the stable connection and charge 

transfer, moreover, localization of HOMO and LUMO on dyes is critical. The 

LUMO orbital should be as close to the surface as possible and the HOMO 

should be as far from the surface as possible. In other cases, the possibility of 

parasitic recombination (Fig.1.3 blue arrow) will increase but it must be 

avoided. 

Many possible organic structures can be used in DSSC as dye molecules. In the 

presented work dyes based on ruthenium (II)  complexes25 and modified D102 and 

D149 were selected. The physicochemical properties of these molecules will be 

discussed in Chapter 6. 

Many different electrolyte structures were developed for DSSCs 

applications 26 . Here only the most popular, classical redox-mediator will be 

described. The triiodide/iodide (I3
-/I- ) is a standard liquid electrolyte for DSSC 

since it was first time used by M. Grätzel and B. O’Regan21. Its oxidation potential 
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(EO
Ox=0.35V vs NHE) is suitable for the HOMO level of the major part of dyes. It 

has good solubility, and the recombination kinetic between redox couple and TiO2 

is slow22. It has been shown that I- ions are efficiently adsorbed onto the surface of 

the mesopore TiO2 making efficient dyes regeneration27. The I3
-/I- absorbs part of 

light at 500 nm, and its low redox potential limits the available open-circuit voltage 

Voc of DSSC systems28. Electrolyte I3
-/I- as well as Br3

-/Br- 29 (up to EO
Ox= 1.1 V 

vs. NHE)/ 30  need two electrons to be reduced at the cathode what’s high 

overpotential corrodes metals. Many electrolytes were presented as the substitution 

I3
-/I: Fc/Fc+ 31 (0.62 V vs NHE), (SCN)2/SCN- 32(0.53 V vs SCE)), Ni(III/IV)33, 

vanadium V(IV/V)34 (−0.07 V vs NHE), copper Cu(I/II)35 (0.65 V vs. NHE) and 

cobalt Co(II/III) coordination complex  (0.51 V vs NHE)36 .  

The cobalt Co(II/III) coordination complex is considered to be a perspective 

candidate to replace I3
-/I- in DSSC. Gribabu and coworkers37 analyzed the oxidation 

potential of electrolytes which is presented in Fig. 1.4. The main advantage of 

Co(II/III) coordination complexes is their weak absorption in visible light. The 

redox potential is higher than the one of I3
-/I- (Fig 1.4). It increases the photovoltage 

of DSSC from 0.67 V38 in 2001 to 1 V39 in 2012. One of the top results for this 

moment for DSSC based on organic dyes with Co(II/III) redox mediator is 14.3% 

efficiency40. 

 

 
Figure 1.4. Schematic energy diagram for a dye-sensitized solar cell. Ref . 37 
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The counter electrode is the last part that completes the electrical circuit of 

a DSSC. It must inject electrons into the electrolyte to reduce the redox mediator 

(6). The long-term stability of the cathode structure is required. Charge transfer 

resistance for electrodes must be low, with a maximum value near 1 2/ cmΩ  

depending on thickness and deposition technique41. For this reason, the typical 

answer for cathode material is platinum (Pt), which was the first used in 

conventional DSSC. Unfortunately, the price of Pt is a major disadvantage, which 

shows a critical impact on large-scale applications. Many materials were 

investigated as cathodes including noble metals such as Au and Ag. Moreover, they 

do not show work stability. In consequence, different kinds of materials were 

investigated as cathode: conducting polymers42, carbon43, 44, metal sulfide45, metal 

oxide,46 and natural material47. 

Under the above-mentioned conditions, the operation of solar cells can be 

described in six stages (see Fig. 1.3)24: 

(1) The incident photon is absorbed from sunlight by a photo-sensitizer, which 

excites an electron from the higher occupied molecular orbital (HOMO) to the 

lower unoccupied molecular orbital (LUMO) level of the dye. The ground state 

is denoted D and the excited state of the dye - D* (see Fig. 1.3). Lifetime of the 

excited state must be appropriately long for effective charge transfer from the 

dye to the semiconductor. Typically it is equal to 10-9-10-8 s for metal 

complexes48 and is shorter for organic dyes <10-9 s 49.  

(2) Electron injection from the LUMO level of the dye (D*) to the conduction band 

of the semiconductor. This process is ultrafast taking pico- or femtosecond 

time50. After injection, a hole is left in the sensitizer (D+). 

(3)  Transport of electrons across the photo-anode. The electrons present in the 

conduction band of the semiconductor flow to The FTO working electrode, and 

then they are transferred to the external circuit, flowing to the cathode. 

(4) Regeneration of the oxidated dye (D+) by electron injection from redox 

mediator of liquid electrolyte. This process will recharge the dye and return it 

to the ground state (D). At the same time, species of electrolyte will oxidate. 

The time of this process is in the microsecond scale51. 

(5) The oxidized species of liquid electrolyte defuse toward the counter electrode. 

(6) Holes reduction on a counter electrode: the oxidated species of liquid 

electrolyte reduce back.  
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The cycle is completed.  

(7) Parasitic recombination which must be avoided in  DSSC: 

a. first of the possible scenario: dye does not inject electron to the 

conductional band of the semiconductor after the light absorption, and 

after photoexcited lifetime—dye emitted photon, end electron lift from the 

excited state to ground state.  

b. the second scenario is electron back recombination from the conductional 

band to the oxidated dye (D+). 

c. the third is the electron recombination from the conductional band to the 

oxide electrolyte, with the electrolyte reducing back. 

The above information on dye cells shows new possibilities for their use in 

photovoltaics. Although DSSC cells still show lower efficiency than competing 

silicon cells, the huge amount of work carried out in the field of third-generation 

photovoltaics causes its dynamic development, which translates into a significant 

increase in cell efficiency observed in recent years. Undisputed the advantage of 

dye cells is the very process of their production, which, due to the lack of the need 

to have specialized rooms with high purity, is much cheaper than in the case of cells 

of the first and second generation. 
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Chapter 2 

TITANIUM DIOXIDE AS A STRUCTURE FOR 

PHOTOVOLTAIC APPLICATIONS 

Owing to the photoinduced activity and semiconductor properties of oxides 

they are widely investigated concerning their photovoltaic properties. Especially 

transition metal oxides are a relevant class of materials for energy-related 

applications. They are compounds composed of oxygen atoms bound to a metal 

with partially filled d electron orbitals. These materials are generally insulators at 

room temperature when they are stoichiometric and not doped. Various types of 

imperfections and impurities occurring in the discussed crystals change their 

physico-chemical properties. 

The metal oxide semiconductors used as effective photo-anodes in DSSCs 

should fulfill specific criteria1. They should be n-type semiconductors characterized 

by effective charge transfer and possess high efficiency of charge collection. In 

DSSCs, the TiO2, ZnO, Nb2O5, SrTiO3, and SnO2 metal oxide as wide-bandgap 

semiconductors are generally used. The energy positions of the bandgap (Eg) of 

mentioned materials are presented in Fig. 2.1 1-3. 
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Figure 2.1. Energy position of the bandgap of the several metal oxides used in DSSC applications 
possessing Eg > 3 eV 
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Unfortunately, all materials presented in Fig. 2.1 have an energy gap Eg > 

3.0 eV and they require ultraviolet irradiation for photoactivation. This feature 

ensures that the mentioned materials are almost completely transparent to visible 

light. Because UV light accounts for only a small fraction (8%) of the sun’s energy 

compared to visible light (45%), each shift in the optical response of metal oxide 

wide-bandgap semiconductors from the UV to the visible spectral range will have 

a positive effect on the photovoltaic efficiency of these materials. An initial 

approach to shift the optical response of semiconductors from the UV to the visible 

spectral range has been their doping with transition-metal elements. To increase the 

effectiveness of the absorption of visible light by the photo-anode, organic 

molecules (sensitizers) can be also attached to its surface. Sensitizers are an 

important element of the DSSC structures. In this case, the redox potential of 

sensitizers must be higher than the bottom of the conductional band of the 

semiconductor. It is necessary for effective charge transfer from dye molecules to 

photo-anode ensuring the high electric conductivity of both components. To 

increase the absorption surface of the semiconductors anchoring a large number of 

sensitizers the anodic materials usually are performed in nanostructured or 

mesoporous form. 

Among different metal oxides, TiO2 has been extensively studied for photo-

anode applications. Among all the above-mentioned oxides, TiO2 is cheap in 

production, non-toxic, and has a good time response and thermal stability4. The 

DSSCs based on TiO2 nanostructures with an adsorbed large amount of dyes have 

attracted great interest in the past few decades5. Especially interesting are 

nonstoichiometric TiO2 anatase crystals possessing structural vacancies and 

interstitial or substitutional dopants. 

 

2.1. Physico-chemical properties of titanium dioxide structures 

Titanium dioxide (TiO2) has a large number of polymorphs depending on 

pressure and temperature. Three of them: anatase, rutile, and brookite6,7 exist at 

atmospheric pressure. Unfortunately, only the metastable anatase and stable rutile 

can be used as photovoltaic materials but the best-photoactivated results are 

obtained for TiO2 in anatase form. One of the main problems is the metastability of 

anatase and its irreversible transformation to rutile with critical changing in its 
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electronic properties and photovoltaic performance. The mentioned polymorph 

transformation can occur at different temperatures and sometimes is unexpected. 

The methods to prevent or inhibit this transformation will be described in Chapter 

2.2.  

Pure TiO2 is a non-toxic colorless oxide with a high reflective index and 

brightness. Brookite belongs to the orthorhombic crystal structures, and booth 

anatase and rutile belong to the tetragonal crystal structures. The structural 

parameters of the TiO2 in anatase and rutile polymorph are collected in Table 2.1. 

Rutile is a thermodynamically stable polymorph with a direct band gap equal to 3.0 

eV6. The anatase polymorph possesses an indirect band gap equal to 3.2 eV6 and 

the thermodynamically most stable plane (101). The bottom of conducting band of 

anatase is localized at a higher potential (~ -4.2 eV)8 than it is observed for rutile. 
 

Table 2.1. Structural parameters of the TiO2 crystal in anatase and rutile polymorph. 

TiO2 polymorph Anatase Rutile 

Crystal structure 

 

 

 

Space group I41/amd P42/mnm 

Structure elements per unit cell 4 2 

Lattice parameters (Å) a=b=3.785 c=9.5149 a=b=4.594 c=2.9599 

Band gap ~3.26 ~3.06 

Reflective index10,11 
2.5210 

2.5411 

2.7010 

2.7911  

 

The phase mixture of anatase and rutile presents synergistic effects and 

increases the photovoltaic properties of a material in comparison with separated 

components12. However, the pristine anatase possesses better photovoltaic 

properties than pure rutile. It is worth noticing that different crystallographic 

directions in the same material also can change its photovoltaic parameters13. In 

summarising one can conclude that the anatase form of the TiO2 is better than its 

rutile form in photovoltaic applications because: 
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1) The high band gap energy of anatase polymorphs requires to use of dyes. In 

consequence, molecules with a higher redox potential can be used as sensitizers. 

This idea is explained in Chapter 3. On the other side, the bottom of the anatase 

conduction band is located lower than the one of the rutile, which makes some 

well know sensitizers useful for working correctly with anatase systems. 

2) The indirect band gap of the TiO2 in anatase form is lower than the indirect band 

gap in rutile. There is a rule saying that the lifetime of electron-hole pairs is 

longer in indirect materials than in direct ones. It means that the possibility of 

charge transfer at the surface of anatase is higher than in rutile, where the higher 

possibility of exciton recombination occurs14.    

3) The effective mass of the electrons is much bigger in rutile compared with 

anatase. In addition, the dispersion of effective masses of charge carriers in rutile 

has strong anisotropy along crystallographic directions. It was reported that in 

the <001>  direction 𝑚𝑚𝑒𝑒
∗ ≈ 2 − 4 𝑚𝑚𝑒𝑒 and in  <100>  𝑚𝑚𝑒𝑒

∗ ≈ 10 − 15 𝑚𝑚𝑒𝑒 15F

15
.  In the 

case of anatase, the effective mass of electrons has a maximum value 𝑚𝑚𝑒𝑒
∗ ≈

3.7 𝑚𝑚𝑒𝑒 in direction <001>, and the minimum 𝑚𝑚𝑒𝑒
∗ ≈ 0.59 𝑚𝑚𝑒𝑒 in the  <100> and 

<010> directions. In the case of holes in anatase, mentioned dependence has a 

different trend. In directions <100> and <010> the 𝑚𝑚ℎ
∗ ≈ 2.33 𝑚𝑚ℎ, in direction 

<001> 𝑚𝑚ℎ
∗ ≈ 0.98 𝑚𝑚ℎ. For <101> direction the 𝑚𝑚𝑒𝑒

∗ ≈ 0.61 𝑚𝑚𝑒𝑒 and 𝑚𝑚ℎ
∗ ≈

2.22 𝑚𝑚ℎ 16F

16
.  

The TiO2 oxides is a typical AB2 crystal possessing in its structure different 

kinds of defects. The most popular are oxygen vacancies. These vacancies change 

the electron properties of the material. Was shown that an energy level created by 

oxygen vacancies in anatase TiO2 has 0.75 - 1.18 eV lower energy than the bottom 

of conducting band of a pristine TiO2 single crystal (see Fig. 2.2)17. The energy 

states created by oxygen vacancies in the TiO2 anatase crystal are located 2.02 - 

2.45 eV above the valence band, which corresponds to a wavelength of 506 - 614 

nm. It means that the optical absorption edge will shift itself into the red spectrum 

region. Energy states of the oxygen vacancies serve as electron traps and help 

suppress their recombination. It increases the lifetime of the separated electrons and 

holes18. The simplified illustration of bulk trapping states of photoinduced electrons 

is shown in Fig. 2.2. The trapping of electrons generated by picosecond laser in 

colloidal TiO2 was observed experimentally19.  
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Figure 2.2 Schematic energy diagram for oxygen vacancies created in anatase TiO2 crystals17 

 

2.2. Role of dopants in TiO2 structure 
Many studies have attempted to understand the role of dopants in the TiO2 

structure in the improvement of the photovoltaic properties of these materials 23, 25 

27, 29, 34, 35-39. Dopants in TiO2 tend to reduce the band gap of undoped material 

introducing the electron or hole trapping levels28-39, and improving charge carrier 

separation20. Many of the cation dopants were described in terms of their influence 

on the kinetic behavior of anatase to rutile transformation. Hanaor and Sorrell 

suggested that small cations with low valence accelerate the transition from anatase 

to rutile (see Fig. 2.3)24. On the other side, the selected cation substituting the Ti4+ 

ions causes the charge compensation of the structure requiring increasing oxygen 

vacancies near the dopant. This creates the formation of Ti ions with lower valence 

near the dopant area, that makes enhances charge carrier transport and accelerates 

phase transition. Conversely, is complicated to form oxygen vacancies and Ti3+ ions 

by the ion with large valence ≥4. The lattice deformation takes the role in the case 

of cations possessing a large difference in ionic radius compared with Ti4+ ion. It 

means that substituting cations must have an ionic radius not greatly different from 

the Ti4+. In case of the great difference in ionic radius, cations cannot enter to 

anatase structure but they can coexist with it. Inhibitors and promotors of TiO2 

anatase to rutile transformation are presented in Fig. 2.3.  
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Figure 2.3. The valence versus radius plot of anatase to rutile transformation, categorizing 

inhibiting and promoting dopants, based on the published work24. 
 

Anionic dopants are interesting for improving the photocatalytic and 

photovoltaic properties of TiO2 
21 . Doping anions can be represented as ions filling 

oxygen vacancies in the crystalline structure of TiO2. The stability of these 

structures strongly depends on the size of the impurity ion. For example, in the case 

of nitrogen, whose ion is only 6% larger than oxygen, this substitution is typical 

and described in papers38.  

The dopants influence the stability of the crystal structure of the 

semiconducting materials. In the case of TiO2, the phase transformation from 

anatase to rutile depends on impurities, conditions of material synthesis, and 

external conditions of its use. In this case, the phase transition should be interpreted 

in terms of temperature-time condition, particle size and shape, surface area, and 

atmosphere. Variable dopants can almost prevent the transformation from anatase 

and rutile (see Fig. 2.4), but the other ones can promote the transformation (see Fig. 

2.5)24. Ti and Zr atoms are located in the same group of elements that give 

comparable physicochemical properties. However, Zr4+ is bigger and much more 

electropositive than Ti4+. The strong connection between Zr and the nearest O atoms 

makes ZrO2 chemically very stable. In consequence, in the mixed systems with the 

presence of TiO2 and ZrO2 structural units, the Ti-O bonds became more stable and 

more difficult to break them. This increases lattice stability at elevated 

temperatures22,23. In other words, the Zr dopants provide thermostabilizing effect 
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on TiO2 which decreases the specific surface area of TiO2 at the higher temperature 

(see Table 2.2). 

 

 
 

Figure 2.4. Experimentally and computationally predicted inhibition of anatase to rutile 
transformation24 

 
 

 
 

Figure 2.5. Experimentally and computationally predicted the promotion of anatase to rutile 
transformation24 
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Table.2.2. Structural properties of pristine and Zr4+ doped nano TiO2 calcined at 500 ◦C 22 

 Specific surface 
area (m2/g) 

Pore diameter 
(nm) 

Particle size 
(nm) 

Band gap 
Energy (eV) 

Nano TiO2 66 3.6 18-20 3.21 
0.5 mol% Zr4+-

TiO2 80 4.3 12-15 3.23 

1.0 mol% Zr4+-
TiO2 95 4.8 8-12 3.27 

2.0 mol% Zr4+-
TiO2 125 5.2 6-12 3.29 

3.0 mol% Zr4+-
TiO2 133 5.6 4-10 3.31 

5.0 mol% Zr4+-
TiO2 139 5.1 4-12 3.31 

 

The increasing value of bandgap energy for Zr4+-doped TiO2 nanoparticles 

can be characterized by the quantum confinement size effect. It means that a 

decrease in particle size increases the band gap energy (Table 2.2). Additionally, 

the change in the energy gap value is also caused by the increase in the 

concentration of Zr impurities in the TiO2 structure. It should be noticed, that the 

Zr4+ ions in the TiO2 structure do not change the structure of the energy bands 

compared with pristine TiO2. The valence band is mainly formed by 2p electrons 

of oxygen anions, and the conduction band is mainly created by 3d electrons of 

Ti4+. The Zr4+ levels are localized higher in the conduction band and do not take 

part in fundamental absorption furthermore. The O 2p energy states are stabilized 

more on Zr4+ impurities since they are more electropositive than Ti4+. This is the 

reason for the band gap increase comparing TiO2:Zr with pristine TiO2 
31. The 

higher concentration of ZrO2 units in the TiO2 structure does not have a positive 

impact on the general efficiency of DSSC23. First of all ZrO2 crystal structure has 

higher band gap energy (5 eV) compared with pristine TiO2, and the negative 

shift of the conduction band has a critical impact on the low harvesting of excitation 

energy.   

The XRD diffractograms show that the TiO2:Zr structure exhibit peaks 

characterizing the ZrO2 structures attributed to the monoclinic and tetragonal 

phase25. However, the TiO2 anatase peaks are left almost without changing, which 

indicates that the major part of Zr atoms is evenly distributed in the whole anatase 

crystal. It can be seen that concentrations of Zr impurities greater than 10% form a 

mixed oxide, i.e. ZrO2 grains are distributed in the TiO2 anatase structure. This 

phenomenon decreases the general efficiency of charge carrier transport by creating 

charge trapping centers and recombination losses on grain borders26. 
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Analyzing the influence of the Zr impurities on the photovoltaic properties 

of anatase TiO2 Dürr and coworkers25 have described that 1% of dopants increases 

the open-circuit voltage (Voc) from 700 up to 715 mV compared with pristine TiO2, 

and although increases of solar cell short-circuit current (Jsc) from 15.6 to 16.5 

mA/cm2, which is attributed by an increase of surface area to 97 m2/g (see Table 

2.2). In other work was proved that Ti0.95Zr0.05O2 crystal is very applicable for 

DSSC devices27. The proposed doping of TiO2 increased the surface area from 80 

m2/g to 109 m2/g increasing the Jsc by 11 %. Although, the mentioned dopant ratio 

makes an impact on the shift of the conduction band minimum to be more negative 

value than it is noticed for pure anatase leading to an increase of the Voc by 4 % 

compared to the pure anatase. The high concentration of Zr equal to 15 % causes 

the pure photovoltaic properties at all calcined temperatures (see Table 2.3). The 

value of Jsc becomes significantly higher for 5 % doping of Zr than for pristine 

TiO2. Pasche and Grohe23 also describe anatase thermostabilization by Zr dopants. 

They get results that 5% of the Zr impurities give the best resistance for the thermal 

degradation of anatase into rutile TiO2 structure. 
 

Table 2.3. The J-V characterization of DSSC devices containing pristine and Zr-doped 
nanostructured TiO2 23 

  Voc (V) 
Jsc 

(mA/cm2) 
FF1 η  (%) 

400° 

0.0 mol% Zr4+ 0.69 15.65 0.61 6.54 
5.0 mol% Zr4+ 0.63 9.26 0.62 3.65 

10.0 mol% Zr4+ 0.68 6.17 0.60 2.53 
15.0 mol% Zr4+ 0.65 2.02 0.55 0.74 

500° 

0.0 mol% Zr4+ 0.69 8.01 0.63 3.50 
5.0 mol% Zr4+ 0.67 9.34 0.60 3.75 

10.0 mol% Zr4+ 0.69 4.99 0.58 1.99 
15.0 mol% Zr4+ 0.68 4.16 0.59 1.66 

600° 

0.0 mol% Zr4+ 0.63 6.55 0.60 2.48 
5.0 mol% Zr4+ 0.64 10.66 0.61 4.16 

10.0 mol% Zr4+ 0.64 5.04 0.60 1.92 
15.0 mol% Zr4+ 0.60 4.01 0.59 1.43 

700° 

0.0 mol% Zr4+ 0.63 1.08 0.45 0.31 
5.0 mol% Zr4+ 0.65 8.65 0.64 3.60 

10.0 mol% Zr4+ 0.66 5.12 0.60 2.03 
15.0 mol% Zr4+ 0.62 4.19 0.62 1.59 

 

1 File Factor max max

sc oc

J VFF
J V

×
=

×
, where Jmax and Vmax represents photocurrent and photovoltage 

for the maximum power output, and Jsc and Voc represents short-circuit current and open-circuit 
voltage, respectively. 
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Concluding, one can say that a few percent of the Zr dopant makes a positive 

impact on the photovoltaic properties of TiO2 anatase structures. In this case, the Zr 

ions are evenly distributed in the whole anatase crystal. Zr dopants increase the 

phase stability of the anatase giving a higher value of the effective surface at higher 

temperatures. It can have also a positive effect on the increase of the Voc.  However, 

as shown earlier, the electron properties of TiO2 depend largely on the method and 

conditions of synthesis and pretreatment of the material. 

Nickel ion has 2+ valence and has two electrons less than Ti atom. Was 

reported that NiO in amorphous form coexists with TiO2 without its incorporation 

into the lattice28. Often Ni ions are adsorbed on the surface of Ti octahedra through 

hydrogen bonds, which does not change anatase properties. Some works also 

suggest that Ni2+ ions can be strongly incorporated into the host anatase lattice29. 

The Ti ions substituted by Ni have a strong impact on the crystal structure. The 

main issue is the significant lattice contraction in the c crystallographic direction 

almost without any changes in other lattice edges. It mostly decreases the c/a 

parameter (see Table 2.4). The significant changes in crystal lattice parameters of 

the Ni doper TiO2 compare to the pristine structure made a strong impact on crystal 

growth and reduce its size.  As a result of these changes, the final structure of mixed 

Ti and Ni oxides shows spherical non-uniform size particles, with high 

agglomeration.  
 

Table 2.4. Structural and electron properties of Ni2+ doped nanostructures of TiO2 calcined at 450◦C 
from29  

 
Avg. 

crystalline 
size (nm) 

Lattice constant (Å) 
(Pure anatase) 

a=3.785, c=9.514) 
Volume c/a Eg (eV) 29 

0.025Ni(M) 8.90 a=3.756, c=9.283 131.10 2.47 2.52 
0.05Ni(M) 8.75 a=3.767, c=9.222 130.86 2.45 2.50 
0.1Ni(M) 7.96 a=3.774, c=9.127 130.00 2.42 2.47 
0.2Ni(M) 5.37 a=3.791, c=9.044 129.98 2.39 2.21 

M-molar % 
 

Insertion of Ni2+ ions into the TiO2 lattice shows a strong redshift of the UV-

vis absorption spectra, which is mainly attributed to the Ni2+ d electrons and sp-d 

exchange interaction30. An increase of the Ni dopants in the TiO2 structure 

decreases its band gap energy (see Table 2.4). Additionally, the pore diameters 

decrease with an increased amount of Ni dopant in TiO2 mesoporous structure 



Chapter 2 
TITANIUM DIOXIDE AS A STRUCTURE FOR PHOTOVOLTAIC APPLICATIONS 

 

27 
 

making an impact on the effective surface of the semiconductor and influencing its 

photovoltaic parameters (see Table 2.5). The Ni dopants make insignificant 

negative shift for the conduction band compared with pristine TiO2. It can be the 

result of the confinement quantum size effect occurring when the size of 

nanostructures decreases with adding Ni ions into the TiO2 structure.  
 
Table 2.5. The J-V characterization of the DSSC devices containing pristine and Ni-doped TiO2 
calcined at 450◦C from29 

 Voc (V) 
Jsc 

(mA/cm2) 
FF η (%) 

- 0.772 7.18 0.45 2.51 
0.025Ni(M) 0.733 8.02 0.47 2.81 
0.05Ni(M) 0.752 8.60 0.46 2.98 
0.1Ni(M) 0.759 8.49 0.46 2.99 
0.2Ni(M) 0.786 10.15 0.45 3.60 

 M-molar % 
 
The influence of calcination temperature on the stability of the Ni-doped 

TiO2 structure was also investigated29. The XRD diagram shows significant anatase 

to rutile phase transformation with increasing temperature and the time of 

calcination28. The mentioned phase transition depends on the number of dopants. 

XRD spectra although show that possible Ni oxide could be incorporated as an 

amorphous phase without ion distribution into the lattice28.   

Cu dopants do not significantly change the crystal parameters of TiO2 in 

anatase form. The Ti0.925Cu0.075O2 structure poses crystal edge a=3.781 Å and 

c=9.481 Å31 that is very compatible with pristine anatase9. Was shown that doping 

of the TiO2 by 3.72 % of Cu ions results in mixed anatase and rutile structure with 

CuO picks32. Occurring structural changes significantly affect the charge trapping 

and recombination processes. Even a small concentration of Cu ions (0.77 %) 

causes a two-fold decrease in Jsc compared with the pristine TiO2 (see Table 2.6). 

With a higher concentration of dopants, the drop in Jsc became very significant. For 

6.65 % of Cu dopants, the decrease in Jsc is 38 times compared to the pristine TiO2. 

This although drops the efficiency of the DSSC cell. A decrease in Jsc can be due 

to a few reasons. The presence of CuO in the TiO2 structure may imply electron 

injection and diffusion. Presents of Cu2+ ions may provoke redox reaction with 

electrolyte. Additionally, the Cu ions in the TiO2 structure lead to a decrease in 

bandgap energy of about 10 % compared to pristine crystal.  



Chapter 2 
TITANIUM DIOXIDE AS A STRUCTURE FOR PHOTOVOLTAIC APPLICATIONS 

 

28 
 

Table 2.6. The J-V characterization of the DSSC devices containing pristine and Cu-doped TiO2 

calcined at 450◦C from32 

 Voc (V) 
Jsc 
(mA/cm2) 

FF η  (%) 

- 0.700 7.237 0.42 2.49 
0.767%Cu 0.730 4.121 0.54 1.63 
1.66%Cu 0.745 2.801 0.59 1.24 
1.95%Cu 0.755 2.372 0.65 1.17 
2.38%Cu 0.750 1.928 0.54 0.78 
3.24%Cu 0.780 1.492 0.65 0.76 
3.72%Cu 0.785 0.585 0.50 0.23 
4.43%Cu 0.780 0.402 0.44 0.14 
5.01%Cu 0.725 0.238 0.42 0.07 
5.17%Cu 0.735 0.238 0.41 0.06 
6.65%Cu 0.695 0.190 0.42 0.06 

 

From the structural point of view, the Mn dopants do not have a thermo-

stabilization effect on the TiO2 anatase structure. The Mn dopants in amounts 3.5 

and 10 mol % do not show any structural effect at 300◦C leaving TiO2 in anatase 

form33 (see Table 2.7). However, at 800◦C the structure is completely transformed 

into rutile.  Highly Mn-doped TiO2 (22%) becomes rutile subjected to calcination 

at 500◦C for 4 h 28. 

 
Table 2.7. Structural parameters of the pristine and Mn2+-doped TiO2 nanostructures calcined at 
300◦C from33 

 Latisse constant(A) Volume c/a 
- a=3.78, c=9.57 136.74 2.53 

0.03Mn(M) a=3.79, c=9.57 137.46 2.53 
0.05Mn(M) a=3.80, c=9.58 138.34 2.52 
0.1Mn(M) a=3.80, c=9.59 138.46 2.52 

M-molar % 
 

Doping of the TiO2 by Mn ions decreases the band gap energy up to 3.00 

eV and 2.95 eV, for 0.03Mn and 0.1Mn mol% dopant, respectively. This may be 

due to the emergence of new d electron states of the Mn in the bandgap of TiO2 

located near the conduction band absorbing light in the visible region. Among the 

reported transition metals, the Mn2+ ions cause long electron lifetime in the excited 

states showing benefit in Jsc 
34

. The photovoltaic parameters of the Mn-doped TiO2 

are presented in Table 2.8. An increase of the Mn impurities in the TiO2 structure 

increases its photovoltaic efficiency35. Additionally was shown that the fast 

calcination at 500◦C for 30 min preserves the anatase structure of the sample.  
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Table 2.8. The J-V characterization of the DSSC devices containing TiO2 nanoparticles as a mixture 
of anatase and rutile (P25) and Mn-doped TiO2 calcined at 500◦C from 35  

 Voc (V) 
Jsc 

(mA/cm2) 
FF η  (%) 

P25 0.50 10.1 0.41 2.2 
0.6 %Mn 0.56 7.2 0.37 1.5 
0.9 %Mn 0.59 8.1 0.43 2.1 
1.2 %Mn 0.63 11.1 0.37 2.6 
1.9 %Mn 0.61 11.5 0.42 2.9 

 

Concluding, one can say that the substitution of Ti atoms by Mn is possible 

and it almost does not change the lattice parameters of the anatase structure33. It 

gives the possibility of strong dopant intercalation to the lattice, without high stress 

occurring in the crystal structure. However, from the thermostabilization point of 

view, the Ti and Mn mixed oxides show worse effects than pure anatase. 

Substitution of Ti ions by Mn2+ causes a long electron lifetime in the excited state 

benefiting Jsc
34,35  and Voc 35.  

All above-presented TiO2 dopants possess cation character. The N atoms 

create an anionic dopant in the anatase TiO2. The substitution of oxygen vacancies 

by N with criterion TiO2-xNx is possible36. It was observed that the N dopants 

decrease the size of TiO2 nanoparticles from 10.5 nm to 9.6 nm37 decreasing the 

efficient surface ratio, (see Table 2.9). An increase in the amount of N dopants 

increases lattice strain and distortion of the O-Ti-N bonds. Substitution of oxygen 

vacancies by N, giving Ti-N bounds, slightly decreases TiO2 lattice edge 

parameters. The mentioned changes have an impact on the UV-vis absorption 

spectra and electron properties of the TiO2:N structure. The N impurities shift the 

UV-vis absorption spectrum into the visible region38. The N dopants create TiO2 

lattice distortion causing a bigger effective surface resulting in higher JSC . N-doped 

TiO2 (1.21 at%) shows the photoconversion efficiency possessing Voc=0.73 V, 

Jsc=10.52 mA/cm2, compared to the  Voc=0.75 V,  Jsc= 7.4 mA/cm2 of the undoped 

TiO2 
37. Data collected in Table 2.9 39 show that the best overall photovoltaic 

performance is obtained for the 2.77 % of N dopants. 

More information concerning the influence of the Zr, Ni, Mn, Cu, and N 

dopants on the stability of the TiO2 anatase structure and its electron and optical 

properties will be discussed in Chapter 6. 
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Table 2.9. Structural properties and the J-V characterization of the DSSC devices containing pristine 
TiO2 nanostructures, mixed anatase and rutile TiO2 structures (P25), and N-doped TiO2 calcined at 
450 ◦C for 4 h 39 

 

Specific 
surface 

area 
(m2/g) 

Particle 
size 
(nm) 

Band gap 
energy 
(eV) 

Voc (V) 
Jsc 

(mA/cm2) 
File 

factor 
η  (%) 

Nano TiO2 - 23.13 3.16 0.781 13.85 0.66 7.14 
P25 43 35.12 3.07 0.744 11.40 0.68 5.76 

2.77 mol% N 60 22.74 3.18 0.784 15.58 0.68 8.32 
0.29 mol% N 111 17.85 3.25 0.792 15.25 0.64 7.75 
0.47 mol%N 124 11.72 3.05 0.733 14.26 0.64 6.68 

 

2.3. Nanostructures based on the TiO2   
Methods of synthesis play a crucial role in the development of new 

materials. In the progress of synthesis, new forms of the TiO2 structures were 

obtained40,41. An especially great impact was put on the development of the 

synthesis method of TiO2 from 0 (0D) to 3 dimensions (3D): where 0D means 

microsphere42 and nanobeads43, 1D there are nanowires44, nanofibers45, 

nanorods46, nanobelts47 , and nanotubes48. 2D means the nanosheets49, and 3D is 

reserved for different porous structures and volumetric materials. Different forms 

of the TiO2 materials are presented in Fig. 2.6.  

An example of the size limitation of material is the layered semiconducting 

system. Was measured that the band gap energy of the titanium electrode based on 

single nanosheets of the TiO2 is equal to 3.84 eV50. Compared with the volumetric 

anatase-type electrode the conduction band of the titanium nanosheet is 

approximately 0.1 eV higher than that of bulk anatase. Meanwhile, the valence band 

of the TiO2 nanosheet is 0.6 eV lower than the anatase electrode (see Fig. 2.8).  

Such results are critical for photovoltaic devices because the conduction 

band level remains almost at the same position as it is for bulk structure. It has a 

critical impact on charge transfer from the dyes to the semiconductor occurring in 

DSSC devices.  
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Figure 2.6. Scanning electron microscopy images of TiO2: (A, A’) microsphere42, (B, B’) 

nanobeads43, (C, C’) nanowires44, (D, D’) nanofibers45, (E, E’) nanorods46, (F, F’) nanotubes48 (G, 
G’) nanobelts47, and (J, J’) nanosheets49. A, A’—mesoporous TiO2 microspheres with tunable 

sizes. B—the nanobeads sample, B’—samples after a solvothermal process with different amounts 
of ammonia. C, C’—Cross-sectional of H2Ti2O5H2O nanowire arrays. D, D’—the nanobeads 
sample, E—cross-sectional of the TiO2 nanorod arrays grown on bare and E’—seeded-FTO 

substrates. F—Cross-sectional of converted TiO2 nanotube arrays with a closed top-end, F’ F” —
top view of converted TiO2 nanotubes with a closed and opened top-end G—the cross-section of 
the double-layered film (particles+belts), and up layer (G’) surfaces of TiO2 P–B double-layered 

film. J, J’—TiO2 nanosheets with Nb-doped (100) and (001). 
  

 
Figure 2.7. Calculated size dependence of the TiO2 bandgap energy from reference51 
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Figure 2.8. Band gap position in crystal anatase and single nanosheets of Ti0.91O2-0.36 99 (the 
difference in anatase band position in this figure and figure 2.1 bases on the fact that used 

nonaqueous electrolyte charge compensating ion NH4+ and Li+) from50 
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Chapter 3 

SENSITIZERS FOR THE PHOTOVOLTAIC APPLICATIONS 

IN DSSC DEVICES 

 

Dye-sensitized solar cells (DSSC)1 are a low-cost and efficient alternative 

to conventional silicon solar cells. The key elements of the DSSC are organic dyes 

adsorbed on the surface of a mesoporous or nanocrystalline oxide semiconductor 

working as the photoanode. The main requirements for efficient dye sensitizers are 

as follows: 

1) stability - sensitizers must be structurally stable in the ground, excited, and 

oxidized states; they should be photo-electrochemically stable giving the number 

of oxidation and reduction work cycles higher than 106; 

2) possessing an appropriate anchor group - the sensitizers must have an anchoring 

moiety to make its efficient chemisorption on the surface of the semiconductor;  

3) efficient absorption of the visible light – the high-efficiency absorption of 

electromagnetic waves in visible as well as in NIR region is needed; high energy  

of lower unoccupied molecular orbital (LUMO) and appropriately high occupied 

molecular orbital (HOMO) energy to absorb required light is needed;  

4) HOMO and LUMO must be separated in the space through the dye molecule - 

LUMO should be localized near the anchoring group, as close to the 

semiconductor surface as possible, and HOMO as far as possible; it means 

efficient charge injection. 

The sensitizers used in DSSC applications can be divided into Ru-complexes, 

metal-free organic dyes, quantum-dot dyes, mordant dyes, natural dyes, and 

perovskite-based sensitizers. In the present work, only selected Ru-complexes and 

metal-free organic dyes will be characterized. 
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3.1. Ru-complex sensitizers 

The dyes satisfying almost all desired properties are Ru-complex 

sensitizers. The most popular and earliest Ru-based sensitizers are presented in Fig. 

3.1. The earlier known sensitizer is cis-bis(isothiocyanato)bis(2,2'-bipyridyl-4,4'-

dicarboxylato)-ruthenium(II)  molecule (N3)2 [CAS number: 141460-19-7]. It is a 

mononuclear ruthenium dye with two thiocyanate (NCS) ligands. Its main peak of 

light absorption is attributed to the metal-to-ligand charge transfer (MLCT). The 

molecular orbitals HOMO and LUMO of the N3 are mainly derived from the d-

orbitals of the ruthenium and π* orbitals of the ligand, respectively. In ethanol, the 

N3 has three absorption peaks at 534 nm, 396 nm, and 313 nm (Table 3.1). The N3 

is used as a reference dye with its synthesis as a starting point to improve the 

electron and optical properties of new dyes and the overall efficiency of DSSC 

devices. 
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Figure 3.1. Schematic structure of the most know ruthenium dyes and their UV-vis  absorption 

spectra measured in ethanol 

 

Discussing the problem of the dyes working at the TiO2 surface should be 

taken into account that the conduction band of the TiO2 has a Nernstian dependence 

on pH3. The fully protonated sensitizer upon light adsorption transfers most of its 
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protons to the TiO2 surface charging it positively. The electric field associated with 

the surface dipole generated in this fashion enhances the adsorption of the 

ruthenium complexes and assists electron injection from the excited state of the 

sensitizers to the TiO2 conduction band, favoring high photocurrents. However, the 

open-circuit potential (Voc) will be low due to the positive shift of the conduction 

band edge induced by surface protonation. On the other hand, if the sensitizer 

carries no protons at all, one expects a high value for Voc while short-circuit 

photocurrent (Jsc) will be low. Thus, there should be an optimal degree of 

protonation of the sensitizer for which the Voc and Jsc determining the power 

conversion efficiency of the DSSC, reaches a maximum. For that reason, carboxyl 

acid was substituted by the carboxyl salt tetra-n-butylammonium (TBA+) (see N719 

in Fig. 3.1). The mentioned change increases the Voc of the molecule N7194 [CAS 

number: 207347-46-4] compare with N3 dye. Adding the TBA+ to the pyridine 

ligands decreases also the solubility of the sensitizers.  

 

Table 3.1. UV-vis absorption spectral data of Ru-based complexes (measured in ethanol) 

 

Dye Absorption λmax (nm) 
Emission λmax (nm) 

(298 K) 

N3 534, 396, 3132 7552 

N719 535, 395, 3124 8304 

N749 620, 415, 341, 3299 9509   

Z907 521, 371,2955,6 7635 

 

 

The carboxylic acid groups are the most employed to anchor dyes at the 

TiO2 surface ensuring a strong bond and good electron communication. The 

disadvantage of using this linker is its sensitivity to water. The presence of water 

can hydrolyze the bond between dye and TiO2 negatively influencing the stability 

of the dye adsorption. It can happen in a DSSC when a liquid electrolyte is 

employed for dye regeneration. To minimize the influence of traces of water on the 

long-term performance of a DSSC, dyes with attached hydrophobic chains have 

been designed. Among them, the Z907 dye is one of the most stable toward 

desorption from the TiO2 surface7.  

The problem in the N3, N719, and Z907 dyes concerns the absence of their 

absorption in the NIR region. It gives the idea of new dyes moving from two 

bipyridyl ligands to terpyridyl derivatives with three SCN ligands. In consequence, 
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the N749 molecule called the black dye was synthesized8 (see N749 in Fig. 3.1) 

[CAS number: 359415-47-7]. The shift of the LUMO level of N749 moves the 

MLCT transmission to longer wavelengths up to 920 nm9 (see Table 3.1). 

All molecules presented in Fig. 3.1 are characterized by high stability, high 

absorption in visible light, efficient charge injection into a semiconductor, and 

MLCT yielding conversion efficiency higher than 12.5%. All the mentioned 

advantages show that these molecules have a great potential for DSSC applications, 

which makes the structures very interesting for research10,11. The oxidation and 

reduction potentials energy diagram measured for the N312, N71913,14, Z907, and 

N74915,16 dyes compared with the conduction and valence band of the TiO2 in 

anatase form17 are presented in Fig. 3.2. These data are presented regarding the 

triiodide/iodide (I3
-/I-) redox mediator1. One can see that all presented dyes possess 

LUMO levels above the conduction band of the TiO2. It means that these dyes can 

be used in TiO2-based DSSCs. 
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Figure 3.2. Conduction and valence band position of TiO2 and schematic representation of the 

energy levels and structures of the selected Ru-complexes: Ru(bpy)3
+2, N3, N719, N749, and Z907 

 

The N719 and N749 are examples of efficient sensitizers that absorb a wide 

range of visible light. Although they are very efficient light-to-electron converters. 

The problem arises when considering the possibility of decomposition of the −NCS 

group. This inconvenience resulted in the synthesis of a group of new sensitizers 

based on tris-substituted bipyridine ruthenium(II) complex (Ru(bpy)3
+2)18,19,20 
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presented in Fig 3.2. The Ru(bpy)3
+2 molecule possesses excellent photochemical 

and photophysical characteristics, such as light absorption and light emission21, that 

can be utilized to improve the energy conversion efficiency of DSSCs22. The 

structure and the properties of Ru(bpy)3
+2 have been well studied. The Ru(bpy)3

+2 

molecule is highly stable and a large variety of chemical transformations in the 

bipyridine rings can be accomplished. It has a D3 symmetry and its nitrogen atoms 

create an octahedral environment around the central Ru atom23 (see Fig. 3.3). Was 

found that the Ru-N bond distances are equal to 2.056 Å. In solvent and crystal 

arrangement, the mentioned bonds can increase23. Due to the visible light 

absorption and the photophysical properties it is selected as a photosensitizer in the 

light-driven system playing an important role in the development of solar energy 

devices. 
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Figure 3.3. Schematic structure and graphic representation of [Ru(bpy)3](PF6)2 structure [CAS 

Number 60804-74-2]. The Ru(bpy)3
+2 molecules are stabilized by the dihexafluorophosphate 

(PF6)2. 
 

The three bipyridyl ligands contain σ-donor orbitals localized on the 

nitrogen atoms and π-donor and π*-acceptor orbitals delocalized on the aromatic 

rings. The ligand-centered π*-orbitals are lower in energy than the metal-centered 

σ* orbitals. The absorption spectrum of the Ru(bpy)3
+2 molecule has two peaks: in 

the visible region at 450 nm (MLCT πM- πL
*) and in the UV region at 291 nm 

(ligand-centered LC(πL- πL
*) absorption)24. Important is to notice that the solvent 

presence does not change significantly the position of the mentioned peaks. For 

example, in H2SO4 the first peak is at 453 nm24, in  CH2C12 it is at 454 nm24, in 

acetonitrile - 451 nm25,26 and in ethanol - 452 nm27. The cyclic voltammetry 

measurements show that the main used solvents do not change the energy levels of 

oxidation and reduction potentials. It is contrary to the other ruthenium-based dyes 
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shown in Fig. 3.2 where the solvent can critically shift the position of HOMO and 

LUMO energy levels.  

As was reported earlier the Ru(bpy)3
+2 molecule has the main absorption 

peak in visible light (MLCT absorption) including the blue region. Much emphasis 

was placed on the development of new Ru(bpy)3
+2-based dyes with MLCT 

absorption shifted into a longer wavelength. In consequence, molecules presented 

in Fig. 3.4 were synthesized28. Their spectroscopy parameters are given in Table 

3.2. Comparing these data with the first UV-vis absorption peak measured for the 

[Ru(bpy)3](PF6)2 structure one can see that the developed modifications of the 

Ru(bpy)3
+2 structure shift absorption spectrum for 10 nm into the red side. 
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Figure 3.4. Schematic structure of [Ru(bpy)3](PF6)2 –based complexes28 

 

 

Table 3.2. The first UV-vis absorption peaks of the [Ru(pby)3
 ](PF6)2-based complexes presented 

in Fig. 3.4 28 

Structure Solvent Absorption λmax (nm) 

1) [Ru{bpy(CH2Cl)2}3](BAr′4)2 CH3CN 460 

2) [Ru{bpy(C13H27)2}2{bpy(CH2OH)2}](PF6)2 CHCl3 463 

3) [Ru{bpy(C13H27)2}2{bpy(CH2Cl)2}](PF6)2 CHCl3 462 

4) [Ru{bpy(C13H27)2}{bpy(CH2OH)2}2](PF6)2 CHCl3 460 

5) [Ru{bpy(C13H27)2}{bpy(CH2Cl)2}2](PF6)2 CHCl3 459 
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The idea was also to extend the length of the side groups attached to the 

bipyridine group. Johnson and Fraser29 used Ru(bpy)3
+2 to synthesize the ruthenium 

tri(bipyridine)-centered star block copolymers consisting of poly(lactic acid) (PLA) 

as the hydrophobic core and poly(acrylic acid) (PAA) as the hydrophilic corona that 

can be used as elements of drug delivery systems. Their structures are presented in 

Fig. 3.5 and they are not used as sensitizers. The attached polymers shift the position 

of the MLCT peak not more than 15 nm into the red side of the spectrum. The 

positions of the first absorption peaks of molecules presented in Fig. 3.5 are 

collected in Table 3.3. 
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Figure 3.5. Schematic structure representation of [Ru(pby)3](PF6)2 complexes consisting of 

poly(lactic acid) (PLA) and poly(acrylic acid) (PAA)29 

 

Contrary to the molecules presented in Fig. 3.4 and 3.5 the Ru(bpy)3
+2 

structure was modified by adding the side groups to all bipyridines. The methyl 
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(Me) anchoring groups or ter-butyls (t-Bu) 30 were added to the bipyridine (see Fig. 

3.6). Was shown that the anchoring groups change the UV-vis absorption spectra 

slightly moving the first absorption peak into the red side (up to 7 nm). This 

substitution also does not change significantly the oxidation and reduction 

potentials of new molecules (see Table 3.4). 

 

Table 3.3. Spectroscopy data obtained for Ru(bpy)3
+2–based complexes consisting of poly(lactic 

acid) (PLA) and poly(acrylic acid) (PAA)29 

Structure Solvent 

Absorption  

λmax  

(nm) 

Emission 

λmax  

(nm) 

1) [Ru(bpyPLA2)3](PF6)2 CH2Cl2 468 622 

2) [Ru(bpy)2(bpyPLA2)]( PF6)2 CH2Cl2 468 622 

3) [Ru(bpyPtBA2)3](PF6)2 CH2Cl2 468 621 

4) [Ru(bpyPAA2)3]( PF6)2 H2O 468 620 

5)        [Ru{bpy(C13H27)2}(bpyPAA2)2](PF6)2 H2O 467 621 
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Figure 3.6. Schematic structure representation of [Ru(bpy)3](PF6)2 complexes from the manuscript 
30 and  31 

 

The more significant changes are seen in absorption spectra and reduction 

and oxidation potentials for the dyes presented in Fig. 3.6 and denoted as molecules 

5-7. There, one bipyridine is substituted by -Me and -C≡N, and the other two are 

substituted by X= -Me, -OCH3 or -N(CH3)2 groups31. Comparing the data collected 

in Table 3.4 for the Ru(bpy)3
+2 and dye 7 one can see important changes. The UV-

vis absorption spectra of molecules 5-7 (see Fig. 3.7) can be described through two 

MLCT transfers from dπ(Ru) to π*(Mebpy-CN) and from dπ(Ru) to π*(4,4′-X2-bpy). 

Coordination of a 4,4′-X2-bpy ligand diminishes the wave number of the lowest-

energy MLCT band in the order of increasing donor strength of −X:  –H ≤ −CH3 ≤ 

−OCH3 ≤ −N(CH3)2.  

 

 



Chapter 3 

SENSITIZERS FOR THE PHOTOVOLTAIC APPLICATIONS IN DSSC DEVICES 

 

47 
 

Table 3.4. UV-vis obtained data and oxidation (Eox) and reduction (Ered) potentials of the selected 

[Ru(bpy)3](PF6)2 complexes presented in Fig. 3.630 ,31 

 

Structure Solvent 

Absorption  

λmax  

(nm) 

Emission λmax  

(nm) 

Eox  

(V vs. SCE) 

(V) 

Ered 

(V vs. SCE) 

(V) 

1) 30 

H2O/CH3CN (1:1) 

452 612 +1.17 -1.41 

2) 30 455 618 +1.11 -1.44 

3) 30 459 620 +1.00 -1.54 

4) 30 459 618 +1.04 -1.42 

5) 31 

CH3CN 

478, 444 666 +1.24 

-1.25 

-1.61 

-1.86 

6) 31 488, 446 709 +1.06 

-1.26 

-1.61 

-1.76 

7) 31 532, 448 798 +0.64 

-1.38 

-1.62 

-1.93 
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Figure 3.7. The structures of the [Ru(4,4′-X2-bpy)2(Mebpy-CN)]-(PF6)2, where X =−CH3, 

−OCH3,−N(CH3)2 molecules and their UV-vis absorption spectra measured in acetonitrile31. 

 

It is known that the addition of electron-donor or electron-acceptor groups 

to the 4- and 4′-positions of bipyridine alters the physicochemical properties of 

Ru(bpy)3
+2 complexes32. Bipyridine with electron-donor substituent groups has π 

orbitals suitable to mix with d orbitals of Ru(II). This effect destabilizes the HOMO 

orbital. On the other hand, the LUMO orbital is a π* orbital centered in the 

bipyridine and it can be stabilized by introducing electron-acceptor substituents in 
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the bipyridine rings. The usual procedure to obtain red-sensitive Ru(II) complexes 

is the addition of better π- acceptor ligands than bipyridine to decrease the energy 

of the LUMO and better σ-donor ligands to increase the energy of the HOMO. The 

overall result of combining both trends is a decrease in the HOMO−LUMO gap and 

a shift of light absorption and emission maxima to the NIR spectrum region, among 

other physicochemical property changes. 

Enhancing asymmetry of the bipyridine substitution induces absorption 

over all visible wavelengths with appreciable quantum yields in the NIR region. 

The observed changes in redox potentials, MLCT absorption, and excited state 

dynamics can be rationalized with the important contribution of ligand substitutions 

in modulating electron densities and orbital energies in these complexes, which can 

be used as dyes in DSSC. However, Funaki et al.8 found that the longer the 

phenylene-ethynylene chain the lower the efficiency of the solar cell, and explained 

this phenomenon by the aggregation of the dye molecules on the electrode surface. 

On the other side, in Ru(bpy)3
+2 dyes on the TiO2 surface, electron injection occurs 

from the ligand attached to TiO2, whereas recombination occurs between an 

electron in TiO2 and the oxidized Ru center33. The latter reaction can lower the 

efficiency of TiO2 solar cells. A way to minimize this deleterious process would be 

to increase the distance between TiO2 and the dye metal center, thereby decreasing 

the rate of recombination. 

Kilsa et al.34 investigated a series of Ru(bpy)3
+2-based dyes in which the 

distance between the ruthenium center and the anchoring group has been varied. 

These dyes have a single anchoring carboxyl group attached via a rigid linker to 

one of the bipyridine ligands (see Fig. 3.8, para-position). The authors do not prove 

that the efficiency of the DSSC depends on spacer length. They suggest that the Ru-

TiO2 electron tunneling distance is roughly the same for longer and shorter spacers, 

as the one-carboxyl attachment to the surface is flexible enough for the Ru center 

to approach the TiO2 surface in all cases. 
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Figure 3.8. Structure of isomeric [Ru(bpy)3](PF6)2 complexes, RuLm, RuLo, and RuLp 37 
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Therefore, to better understand the electron transfer process between the dye 

molecule and the TiO2 electrode three bis(2,2′-bipyridine) (4-(2-

(carboksyphenyl)ethynyl)-2,2′-bipyridine)ruthenium(II) hexafluorophosphates 

(RuLo, RuLm, RuLp) were investigated (see Fig. 3.8). In this case, the anchoring –

COOH moieties are in para-, meta-, and orto-position. It was proved that the 

efficiency of the DSSC can depend on the position of the single anchoring group35. 

An explanation of the mechanism of the mentioned process is the subject of the 

presented dissertation and will be deeply discussed in Chapters 7 and Chapter 8.  

The single ruthenium-centered dyes as N3 or N719 give the photon to 

current conversion efficiencies in DSSC at the level of 10.0 % and 11.2 %2,36, 

respectively. However, these values are still not high enough as expected for 

commercial DSSC applications. The mainstream research in ruthenium sensitizers 

is focused on structure modification of the ligands to improve light harvesting and 

electron injection efficiency and, in consequence, the efficiency of the DSSCs. In 

consequence, the dinuclear dendritic-like ruthenium dye consisting of two 

trisbipyridyl ruthenium(II) derivatives clipped with an ethyl 3,5-diethynylbenzoate 

group was synthesized. This molecule was called B1 (see Fig. 3.9)37. The UV-vis 

absorption spectrum of B1 in ethanolic solution shows the absorption bands between 

200 and 350 nm, corresponding to the ligands –* electron transfer. Also, an 

additional strong band is present at 325 nm, assigned to the more extended 

delocalized bond structure of the B1 anchoring ligand, playing the role of an 

antenna. The broad bands with a maximum at 460 nm correspond to the metal-to-

ligand charge transfer (MLCT), characteristic of ruthenium polypyridine 

complexes38. Was shown that the adsorption of B1 on the TiO2 electrode is less 

efficient than that of similar mononuclear ruthenium-based dyes. This phenomenon 

is probably related to the bulky molecule of B1 and the presence of only one 

anchoring –COOH group in the molecule, which may decrease the binding abilities 

of this dye. In consequence, the two other dinuclear dendritic-like ruthenium dyes 

consisting of two trisbipyridyl ruthenium(II) derivatives possessing two anchoring 

groups each one were synthesized. These molecules as the subject of this work will 

be presented and discussed in Chapter 7.  
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Figure 3.9. Structure of B1 molecule 

 

3.2. Selected metal-free organic dyes 

Ruthenium is a rare and expensive metal, limiting its potential photovoltaic 

application. In this case, the research interest is to develop metal-free organic dyes. 

Promising dyes used for photovoltaic applications are chromophores based on 

indoline structures39. These molecules are relatively chip, with a simple preparation 

procedure, and exhibit high efficiencies and excellent performers in DSSCs. 

Compared to the Ru-complex dyes, they have a much higher molecular extinction 

coefficient and thus require a thinner oxide matrix and a smaller amount of 

immobilized dye. It is also noteworthy that indoline dyes are efficient with a titania 

semiconductor matrix40,41. Introducing the aromatic units into the core of the 

indoline structure, the absorbance in the infrared (IR) region as well as the 

absorption coefficient of the dye can be enhanced significantly42. 

The indoline dyes (see Fig. 3.10) contain an arylamine moiety that acts as 

an electron donor and is joined to a carboxylic moiety that functions as an electron 

acceptor and also as an anchoring group to attach the dye to the nanostructured 

TiO2. When indoline dyes are absorbed on TiO2 films, their absorption maxima are 

substantially red-shifted compared with the values in solution, making them 

favorable for light harvesting43. Since these dyes can be synthesized and purified 

cheaply, an evaluation of their performance is of considerable interest in the context 

of future commercial exploitation of DSSCs.  
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Figure 3.10. Molecular structures of the indoline dyes D131 (R1), D102 (R2), and D149 (R3). 

 

One of the simplest indoline-based dyes is the D131 molecule (CAS 

Number: 652145-29-4) (see Fig.3.10). It absorbs light in the visible region, 

however, the main absorption pick is localized in the blue region44. The goal was 

to extend the UV-vis absorption spectra of the D131 dyes to the red side. In 

consequence, the D102 (CAS number [652145-28-3]47) and D149 (CAS Number: 

[786643-20-7]) molecules were synthesized (see Fig. 3.10). The D131, D102, and 

D149 molecules share the same electron donor unit (i.e. a substituted indoline) 

while three different acceptors are used: a cyanoacrylic acid group in the case of 

D131, one rhodanine for D102 and rhodanine dimer for D149. In all cases, the 

anchoring group is a carboxylate either directly linked (D131) or connected by -

CH2 spacer (D102 and D149) to the acceptor moiety. It is worth noting that in all 

systems the donor and acceptor properties of the indoline unit are enhanced by the 

presence of a 4-(2,2 diphenylethenyl)phenyl) substituent acting as a donor π 

conjugated to the indoline ring. 

The UV-vis absorption spectra experimentally measured in tert-butyl 

alcohol/acetylonitryl (1/1) show that the first absorption peak is located at 451 nm, 

503 nm, and 532 nm for D131, D102, and D149, respectively45 (see Fig. 3.11). The 

dye D102 has a very strong absorption coefficient (55800 Lmol-1cm-1 at 419 nm)46, 

which is four times stronger than the one of the ruthenium dye N3 (13900 Lmol-

1cm-1 at 541 nm)39. In 2003 Horiuchi, Uchida, and co-workers showed that the 

power conversion efficiency of D102-based DSSC is 6.1 %47 but D149 showed a 

more prominent efficiency equal to 8.0 %48. Gratzël et al. achieved 9.0 % efficiency 



Chapter 3 

SENSITIZERS FOR THE PHOTOVOLTAIC APPLICATIONS IN DSSC DEVICES 

 

52 
 

based on D149 by optimizing the TiO2 electrode thickness48. It was proved that the 

cyanoacrylic acid is an efficient acceptor group but its dual role as both acceptor 

and anchor group in D131 could favor fast charge recombination thus explaining 

the lower efficiency of D131-based DSSC compared with D102 and D14949. Was 

shown that the photoconversion efficiency of these dyes strongly depends also on 

the semiconductor morphology49. Howie et al. showed that indoline dyes D102, 

D131, and D149 attach to the semiconductor surface via bidentate binding and with 

different orientations (parallel or vertical) to the substrate surface influence the 

efficiency of DSSCs50. 

350 400 450 500 550 600 650 700

0.0

0.2

0.4

0.6

0.8

1.0

A
b

so
rb

a
n

ce
 (

a
.u

)

Wavelenght (nm)

 D102

 D131

 D149

 
Figure 3.11. Normalized UV-vis absorption spectra measured for indoline dyes D10239, D13144, 

and D14951 in tert-butyl alcohol/acetylonitryl (1/1) solvent
 

 

Unfortunately, was proved that the D102 dye exhibits a strong tendency to 

form aggregates on the TiO2 surface52. Dye aggregation is generally considered as 

undesired phenomenon in DSSC, leading to reduced photon-to-current conversion 

efficiency (IPCE) values under intermolecular excited state quenching53. In some 

limited cases, a controlled aggregation has been proven to enhance the photocurrent 

generation as a result of the larger spectral window where light is absorbed, possibly 

combined with an efficient charge transfer from the aggregate excited state to the 

semiconductor54. An appropriate molecular design can prevent in some measure the 

dye-aggregation on the nanocrystalline-TiO2 surface, improving the overall 

photovoltaic performance55. Despite the very similar molecular structure of the 
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D149 and D102, was shown that the D149 exhibits an extremely different response 

to aggregation on TiO2 compared with D10252. 

As a general strategy, new efficient dyes should ideally combine sufficiently 

strong donor and acceptor moieties properly covalently linked to the semiconductor 

surface via conjugate anchor groups. In this respect, more attention should be paid 

to the future design of purposely tailored anchoring groups when aiming at 

rationally increasing the performance of organic dyes for DSC applications. 

Therefore, in Chapter 7 two different anchoring groups attached to the D102 and 

D149 molecules will be studied and discussed. 
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Chapter 4 

THEORETICAL BACKGROUNDS OF QUANTUM 

CHEMICAL CALCULATIONS 

Quantum chemical calculations are very powerful and efficient instruments 

in modern physics. Using computer modeling one can predict the physical and 

chemical properties of many different materials without experimental insight. They 

can be: 0D molekules and clusters, 1D nonotubes and  nanovires, 2D layers and 

surfaces, and 3D crystals. In the mentioned approach important is that depending 

on the chosen quantum chemical methods the obtained data should be close to the 

experimental results. 

In the present chapter, various kinds of methods used in quantum chemical 

calculations will be presented. Mostly I will focus on the methods used in preparing 

the research reported in this work.  

4.1. Ab initio methodology 

All quantum chemical methods are based on different approaches to solving 

the Schrödinger equation giving information about the physicochemical properties 

of the atom system. Some of them use experimental parameters to faster the 

calculation procedures but others do not. The term ab initio means from first 

principles or from the beginning. Robert Parr and coworkers used the first time this 

term 70 years ago1. Their method was based on the approach that the Schrödinger 

equation can have a form as follows:  

ˆ ( , ) ( , )s s sH r R E r R =  , (4.1) 

where Ĥ is the Hamiltonian operator of the full energy of the system, r means 

electron, and R denotes nuclear position. In the case when the Hamiltonian 

operator is time-dependent the Schrödinger equation has the form:  

( , , )ˆ ( , , ) s
s

r R t
H r R t i

t


 =


 . (4.2) 
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In equations (4.1) and (4.2) the s  denotes a function describing stationary states 

s of atomic structure with energy sE . The Hamiltonian is characterized by the 

relation: 

2 2 2
2 2

1 0

2

, ,0 0

1

2 2 4

1 1

4 4

i A

i A i ji A i j

A A B

i A A B A Bi A

e
H

m M r r

Z e Z Z

R Rr R



 

 =

= −  −  + −
−

− +
−−

  

 

 .                  (4.3) 

In consequence, the Schrödinger equation can be presented in more compact 

notation: 

ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( , ) ( ) ( , ) ( , )e N ee eN NN s s sT r T R V r V r R V R r R E r R + + + +  = 
 

,       (4.4) 

where the operator of the kinetic energy of electrons ˆ ( )eT r , the kinetic energy of 

nuclei ˆ ( )NT R , and three operators of potential energy are used 

ˆ ˆ ˆ( ), ( , ), ( )ee eN NNV r V r R V R . These operators describe electron-electron, electron-

nucleus, and nucleus-nucleus interactions in the studied atomic system. The AM  

means mass of the nucleus A, im  is the mass of electron i, 
2 2 2

2

2 2 2i

i i ix y z

  
 = + +

  
 

and 
2 2 2

2

2 2 2A

A A Ax y z

  
 = + +

  
 .  

The equation (4.2) is possible to be solved for very simple models such as 

particles in a potential well, harmonic oscillator, and hydrogen atom. One of the 

possible solutions to this problem is to use approximations. One of the critical is the 

Born-Oppenheimer approximation2 separating electrons and nuclei into two parts 

of the system. The Born-Oppenheimer approximation allows us to describe the 

atom system by multiplication of wave functions devoted to the electron and nuclei 

systems. The new wave function takes the form:  

( , ) ( , ) ( )p pr R r R f R = ,                               (4.5) 

where ( , )p r R  is the electron wave function depending on the electron position 

and parametrically depending on nuclei position. The ( )pf R  nuclear wave function 

depends only on nuclei position. 
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In consequence, the Schrödinger equation can be separated into an electron 

and nuclear part, respectively:  

22
2

1 ,0 0

ˆ ( , ) ( , ) ( , ) ( , )

1 1 1ˆwhere ( , )
2 4 4

p

e e

p p

e A
i

i i j i Ai i j i A

H r R r R E r R r R

Z ee
H r R

m r r r R

 

  =

=

= −  + −
− −

  
 ,       (4.6) 

and 

2
2

ˆ ( ) ( ) ( )

ˆwhere ( ) ( )
2

p

N tot

p p

N e

A ad

A A

H R f R E f R

H E R E R
M

=

= −  + +
 .                       (4.7) 

In equation (4.7) the ( )eE R  is the effective potential energy of nuclei in a specific 

constrained configuration and ( )adE R  is the average value of kinetic energy of 

moving nuclei. Because the energy  is very small it can be removed from 

the equation (4.7). It is the main idea of the Born-Oppenheimer approximation. 

The electron part of the Schrödinger equation (4.6) can be solved in the ab 

initio approach only for one electron system. The Hartree-Fock approximation 

allows describing a multielectron system by one electron structure interacting with 

surrounding electrons. For that, the electron wave function is transferred into 

spinorbial:  

si o m  = ,                                                       (4.8) 

where o  is the orbital function and 
sm is the spin function (spin up or spin down). 

Taking into account the Pauli principle the N-electron system can be characterized 

by the Slater determinant: 

1 1 1

2 2 2

(1) (2) ... ( )

(1) (2) ... ( )1

... ... ... ...

(1) (2) ... ( )N N N

N

N

N

N

  

  

  

 =                                           (4.9) 

Representing electron wave functions in the form of the Slater determinant, the 

electron moves independently in the effective field created by the Coulomb 

repulsion of all other electrons and nuclei. The Slater determinant describes well 

the system possessing the same number of electrons with spins up and spins down. 

In this case, for the closed-shell system, the restricted Hartree-Fock (RHF) method 

is used. For the system where the number of spin-up electrons is not equal to the 

( )adE R
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spin-down electrons (the open-shell system), the unrestricted Hartree-Fock (UHF) 

method is used. 

In the Hartree-Fock approach, the energy of the electron system can be 

calculated by form: 

/2 /2

1 1

2 (2 )
n n

v v

v

E I J K  
 =  =

= + −  ,                               (4.10) 

where 

* ˆ( ) ( ) ( ) iI i h i i dv   =  ,   (4.11) 

and the ĥ  is one electron Hamiltonian described by the formula: 

2
2

0

1ˆ( )
2 4

A
A

i

i i A

eZ
h i

m r R
= −  −

−
  .                           (4.12) 

The second part of the equation (4.10) describes the interelectron interaction in a 

multi-electron system. The J is called Coulomb integral operating for the i and j 

electrons possessing   and v  quantum states, respectively with form: 

* *

0

1 1
( ) ( ) ( ) ( )

4
v v i j

i j

J i j i j dv dv
r r

     


=
−  .                 (4.13) 

The second part of the two-electron formula is called the exchange integral 

possessing the form: 

* *

0

1 1
( ) ( ) ( ) ( )

4
v v i j

i j

K i j j i dv dv
r r

     


=
−  .                (4.14) 

The description of electrons in molecules is carried out using the linear 

combination of atomic orbitals method (LCAO). According to molecular orbital 

theory, all the atomic orbitals of combining atoms first mix to form a new set of 

orbitals called molecular orbitals. Once the molecular orbitals are formed, the 

combing atoms lose their identity as atomic orbitals. According to the Ritz method, 

each atomic orbital is described by a linear combination of well know atomic 

orbitals i with the variation parameters iC :   

1 1 2 2 .. n nC C C   = + + +                                    (4.15) 

For a correct description of the molecular orbitals, the lowest energy of the electron 

system should be found. It is performed by the variation method, where: 

*

0*

ˆ
e

s

H d
E E

d

  

  
= 



.                                          (4.16) 
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Important is that the obtained energy is higher than the true energy of the ground 

state of the investigated system. The variation parameters are changing until to get 

energy within the given functional space. In consequence, it can be found by 

reaching the statement that: 

 0, 1..
s

i

E
i n

C

  
= = 

 
    (4.17) 

4.2 Methodology of the density functional theory (DFT) 

4.2.1. The Hohenberg-Kohn theorem 

The density functional theory (DFT) is based on Hohenberg and Kohn's 

work presented in Physical Review in 19643. The first Hohenberg-Kohn theorem 

says that the ground states of each interacting many-particle system with a given 

fixed inter-particle interaction can be characterized by a unique function of an 

electron density4. It has the form: 

Theorem I: The external potential ( )extV r  and the total energy of the system is a 

unique functional of electron density ( )r . 

The assumed proof of this theorem is based on two existing potentials 

1
( )extV r and 

2
( )extV r . They should differ one from the other and should give rise to 

the same ground-state density ( )r . Those two external potentials belong to two 

Hamiltonians:
11

ˆ ˆ ˆ ˆ
ee extH T V V= + +  and 

22
ˆ ˆ ˆ ˆ

ee extH T V V= + + . These Hamiltonians 

represent two different ground state wave functions 1 and 2 with different state 

energies 
10E and 

20E (where 
1 20 0E E ). It is plausible that two Hamiltonians 

represent the same electron density. Let's create its schematic representation: 

1 21 1 2 2
ˆ ˆ( ) ( ) ( )ext extV r H r H V r           (4.18) 

Let's use bra-ket notation representation of Hamiltonian with variational principles: 

10 2 1 2 2 2 2 2 1 2 2
ˆ ˆ ˆ ˆE H H H H   =   −  −  .                 (4.19) 

When two Hamiltonians 1Ĥ  and 2Ĥ have differences only in external potentials 

one can write equation (4.19)  in the form: 

1 2 1 20 0 2 2
ˆ ˆ

ext extE E V V +  −  , (4.20) 

or 
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1 2 1 20 0
ˆ ˆ( ) ext extE E r V V dr + − ;                                     (4.21) 

where 
1 2 1 2 1 1 1 2 2 10 0 0 0 0 0 0 0 0 0 or 0E E E E E E E E E E + −   +  +    .        (4.22) 

It proves that for the one ground-state electron density there is only one external 

potential (
11( ) ! ( )extr V r   ). One can summarize that 0 ( )r  consists of all 

important information about the state 0 0 0Ĥ E    : 

0 0 0 0 0( ) ( ) ( ) ( )e ee eNE T E E   = + + .                               (4.23) 

The form (4.23) can be separated into two parts dependent on the system nuclear-

electron attraction 0( )eNE   and the universal part 0 0( ) ( )e eeT E +   

0 0 0 0 0

universal system dependet

( ) ( ) ( ) ( )e ee eNE T E E   = + + .                         (4.24) 

The independent part of (4.24) can be represented by the new quality Hohenberg-

Koch functional ( )0 0 0( ) ( ) ( )HK e eeE T E  = +  consists of the electron kinetic 

energy and electron-electron interaction energy.  

One can conclude that the density of the ground state uniquely determines 

the Hamiltonian operator, which characterizes the ground and excited states of the 

system. Formally, all properties of all states are based on ground-state density. 

Theorem II: A universal functional of energy ( )E   can be defined in terms of 

density, with the global minimum value of ground states for this functional. 

Or: 

For any positive defined trial density ( )t r  such as ( )t r dr N =  there is 

dependency 0( )tE    .  

One can summarize that the properties of the system defined from an external 

potential extV   are determined by ground-state density. The ground state energy 

associated with a density   is available in the functional ( ) ( )eN HKr V dr F + . 

This functional represents the minimum value of energy when in input parameters 

the true ground state density was used.  

  

4.2.2. The Kohn-Sham equations 

To find accurate energy for the system appropriate approximation of 

functional HKF and approximation of kinetic energy is needed. Calculation of true 
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kinetic energy is a hard and critical process using accurate approximation. This 

procedure is solved by the Kohn-Sham method which can represent simply a large 

part of kinetic energies and electron-electron functional. 

Let’s introduce a fictitious system of non-interacting N electrons with 

ground-state density 
2

( ) ( )
N

i

i

r r =  and a single determinant wave function   

described by the equation:  

21
( ) ( ) ( )

2
s i iV r r r 

 
−  + = 
 

,                                 (4.25) 

where ( )sV r  is external potential. According to the Hohenberg-Kohn theorem, this 

system represents exactly known electron density, kinetic energy, and total energy: 

21

2

N

s i i

i

T  = −  ,                                        (4.26) 

( ) ( ) ( ) ( )
sV s sE T r V r dr  = +  ,                                  (4.27) 

with an unknown part of the exchange-correlation energy defined as ( )xsE  :   

1 2
1 2

1 2

( ) ( )1
( ) ( ) ( )

2
xc HK s

r r
E F drdr T

r r

 
  = − −

− .                  (4.28) 

According to the idea of the Koch-Sham scheme, one can conclude that for 

the ground state density  of an interacting system, the non-interacting system 

exists possessing the same ground state density. Using that fact, the equation for 

interacting and non-interacting systems solves for the same density:  

( )
(( ')

( ) ( ) ( ')
'

s xc

r
V r V r d r V

r r


= + +

− ,                                 (4.29) 

and 

( )21 (( ')
( ) ( ') ( ) ( )

2 '
xc i i

r
V r d r V r r

r r


  

 
−  + + + = 

− 
 .                   (4.30) 

Important is that the kinetic energy of the real interacting system 

ˆ( ) ( ) ( )T T    =  is not equal to the kinetic energy of the non-interacting 

system ( )sT  even when both systems have the same ground-state density  . It 

follows the form: 
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ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )

ˆ ˆ( ) ( ) ( ) ( )

s

s s s s s

T r V r dr H

H T r V r dr

        

    

+ = 

 = +




 ,          (4.31) 

where s and ˆ
sH  are Kohn-Sham determinant and Hamiltonian, respectively. The 

( ) ( )sT T  and exchange-correlation part of kinetic energy is 

( ) ( ) ( ).xs sT T T  = −    

 

4.2.3. The LDA and GGA approximation 

The simplest and most often used approximation of exchange-correlation 

energy is local density approximation (LDA). It is based on the idea of the 

homogeneous electron gas 
hom

0( )xce   dependent on homogeneous density 0 : 

0

hom

0 ( )
( ( )) ( )LDA

xc xc r
E r e

 
 

=
= .                                 (4.32) 

In the case of the not homogenous system density has linear causing ( )r  and 

exchange-correlation energy functional is characterized as: 

hom( ) ( ( )LDA

xc xcE e r dr =  .                                      (4.33) 

The mentioned approximation works correctly in the case of computer modeling of 

the electron densities for 1D structures as atoms and molecules. It works also for 

systems with low varying densities as it is observed for metals.  

 The quantity ( ( ))xce r  can be split into the exchange and correlation parts: 

               ( ( )) ( ( )) ( ( ))xc x ce r e r e r  = + .                                 (4.34) 

The exchange part xe  represents the exchange energy of the investigated system 

(electrons). It is an equal form to the Hartree-Fock exchange found in the Slater 

approximation: 

1 4

3 3
3 3

( ) ( ) ( )
4

xe r d r


= −  .                                         (4.35) 

Important is that there is no such explicit expression to calculate the correlation part 

.ce  Various authors have presented an analytic expression of ce  based on a 

sophisticated interpolation scheme. From a historical point of view, the first widely 

used representation of ce was developed by Vosko, Wilk, and Nussair in 1980. 

Another known representation of ce was given by Perdew and Wang in 1992. Their 
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approximation uses the homogeneous electron gas obtained in random phase 

approximation (PRA) to describe the correlation energy density.  

In the case of the unrestricted version, two spin densities ( )r  and ( )r  

are used, where ( ) ( ) ( )r r r   = + . In consequence, the local spin density 

approximation (LSD) is characterized as: 

( , ) ( ( ), ( ))LSD

xc xcE r r dr       =  .                          (4.36) 

In the case of spin compensated situation the 
1

( ) ( ) ( )
2

r r r   = = . However, 

when ( ) ( )r r    the spin-polarized case should be implemented. The degree 

of spin polarization  is often measured through the spin-polarized parameter: 

( ) ( )

( )

r r

r

  




−
= ,                                       (4.37) 

where the attains values from 0 ( spin compensated) to 1 (fully spin-polarized).  

The LDA approximation does not work correctly for all atomic systems. 

The first logical step to obtaining better accuracy of calculation is to use not only 

information about density ( )r  at a particular point r , but although have 

information about the gradient of charge density ( )r . This form better 

represents the properties of true electron charge density (inhomogeneous charge 

gas). In other words, using the first term of Taylor expansion of uniform density is 

expected to get a better approximation to the exchange-correlation functional. This 

form of functional is called  gradient expansion approximation(GEA): 

2/3 2/3
,

( , ) ( , ) ( , ) ..GEA

xc xc xcE dr C dr


     
   


      

 


= + +  ,   (4.38) 

where 

2/3 2/3
( , ) ( , ) ..GEA LSD

xc xE E b dr


   

 


   

 


= + +    ,       (4.39) 

or 

 
2/3 2/3

( , ) ( , ) ( , ) ..GEA LSD

xc cE E C dr


     

 


     

 


= + + .          (4.40) 

Here b is the constant and ( , )C     is a function response to the theory. 

Unfortunately trying to solve real molecular systems the big problems of GEA in 
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many cases are shown. It shows even worse results than a typical simple LDA 

approximation. One of the reasons for this failure is that analysis of the gradient 

expansion shows that its short-range part, near the electron, is represented well by 

the gradient expansion, but the long-range part is considerably worsened.  

 The mentioned problem was solved by implementing the generalized 

gradient approximation (GGA): 

( , ) ( , , , )GGA

xcE f dr          =   .                     (4.41) 

In practice the 
GGA

xcE is usually split into the exchange and correlation parts: 

GGA GGA GGA

xc x cE E E= +  ,                                (4.42) 

and they are sought individually. The gradient corrected exchange functional is 

defined as: 

4/3( ) ( ) ( )GGA LDA

x x xE E F s r d r 


= − ,                          (4.43) 

where s  is the reduced density gradient: 

  
4/3

( )
( )

( )

r
s r

r












=      .                                 (4.44) 

Fx(s) is the exchange enhancement factor dependent on the reduced density 

gradient for GGA. It is a measure of the density inhomogeneity. In consequence, 

the s is a local inhomogeneous parameter, which assumed large values not only for 

the large gradient but although regions with small densities such as exponential tails 

far from the nuclei. In the case of homogenous electron gas 0s = everywhere. 

 

4.2.4. Perdew-Burke-Ernzerhof (PBE) functional 

The GGA functionals can be divided into two groups: the functionals that 

contain empirical parameters whose values have been fitted to reproduce 

experiments or more accurate calculations and the functionals with non-empirically 

determined parameters. An example of a non-empirical GGA functional is the 

Perdew-Burke-Ernzerhof (PBE) functional. The enhancement factor of the 

exchange functional mentioned in (4.43.) applied to PBE methodology takes the 

form5: 

𝐸𝑥
𝑃𝐵𝐸(𝑠) = 1 + 𝜅 −

𝜅

(1+
µ

𝜅
𝑠2)

   ,                                   (4.45) 

where 𝜅 = 0.804 and µ = 0.21951. 
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PBE yields reasonably accurate atomization energies for molecules while 

providing generally at least comparable predictions of properties for solids in 

comparison with LSDA. PBE usually generates too-long lattice constants for solids, 

with about equal but opposite errors compared with the LSDA. 

 

4.2.5. The B3LYP hybrid functional  

Some of the interactions, for example, the vdW interactions are non-local 

and their properties cannot be predicted at the level of LDA approximation. 

Semilocal GGA, which depends only on the density and its gradient, cannot 

describe the long-range correlation-induced interactions. In consequence, the 

semilocal XC approximations cannot describe in detail many nonlocal features. A 

simple way to develop nonlocal XC functionals is to use physically motivated 

orbital-free nonlocal ingredients, such as exchange-hole models6,7 or the reduced 

Hartree potential8, and hybridize a semilocal approximation with the exact 

exchange functional.  

The Becke-3–Lee–Yang–Parr (B3LYP) functional, which minimally fits 

experimental data, is the most popular functional in chemistry. It belongs to the 

hybrid functionals. It is based on GGA calculating exchange energy according to 

Beck functional (B3) and correlation energy according to Lee, Yang, and Parra 

(LYP) functional. The B3LYP functional is presented as: 

𝐸𝑋𝐶
𝐵3𝐿𝑌𝑃 = (1 − 𝑎0)𝐸𝑋

𝐿𝑆𝐷𝐴 +  𝑎0𝐸𝐻𝐹
𝐻𝐹 +  𝑎𝑥𝐸𝑥

𝐵88 + 

+ 𝑎𝑐𝐸𝐶
𝐿𝑌𝑃 88 + (1 − 𝑎𝑐)𝐸𝐶

𝑉𝑊𝑁 80 .                                  (4.46) 

The 𝐸𝑥
𝐵88 is Becke’s gradient correction to the exchange functional. The 

suggested coefficients present in (4.46) are equal to 𝑎0 = 0.2, 𝑎𝑥 = 0.72, 𝑎𝑐 =

0.81. The VWN local correlation expression has been used to provide the different 

coefficients of local and gradient-corrected correlation functionals. The B3LYP 

hybrid functional works well calculating vibrational frequencies and UV-vis spectra 

of the molecules9. It is commonly used because it gives a good compromise 

between computational cost and the accuracy of results. 

 

4.2.6. The long-range corrected BLYP functional (LC-BLYP) 

DFT methods have a problem reproducing Rydberg excitation energies, 

oscillator strengths, and charge-transfer excitation mainly in organic molecules. 
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The calculations of charge-transfer excitation energies by employing B3LYP 

functional show that they are significantly underestimated with increasing 

intermolecular distance10. It suggests that in mentioned case the exchange-

correlation functional should be created concerning the charge-transfer problem. 

While charge transfer is based on single excitation that is taken into consideration 

in the HF wave function, it is assumed that this failure may come from the 

insufficient long-range exchange effect in the exchange functionals11. Especially, 

for this reason, the functionals named long-correlated (LC) were developed. The 

LC scheme integrates the long-range orbital-orbital interaction part in the exchange 

functional combined with the HF exchange integral. Tsuneda and co-workers12 

present this deficiency through the Ewald split of 𝑟12
−1:  

1

𝑟12
=  

1−erf(𝜇𝑟12)

𝑟12
+  

erf(𝜇𝑟12)

𝑟12
 ,                                      (4.47) 

where the first term presents the short-range interaction and the second accounts for 

the long-range interaction. The 𝑟12 =  |𝑟1 −  𝑟2| is a coordinate vector of electron 

distribution and μ is a parameter that defines the separation of the short and long 

parts. The short-range part of the exchange interaction is implemented by 

modification of the usual exchange functional form 𝐸𝑥 =

 −(1 2) ∑ ∫ 𝜌𝜎
4 3⁄

 𝐾𝜎𝑑3𝑟𝜎⁄ , into: 

𝐸𝑥
𝑠𝑟 = −

1

2
∑ ∫ 𝜌𝜎

4 3⁄
𝐾𝜎 {

1 −
8

3
𝑎𝜎 ∙

∙ [√𝜋 𝑒𝑟𝑓 (
1

2𝑎𝜎
) + 2𝑎𝜎(𝑏𝜎 − 𝑐𝜎)]

} 𝑑3𝑟 ,𝜎       (4.48) 

where 𝑎𝜎 , 𝑏𝜎 and 𝑐𝜎 are: 

𝑎𝜎 =  
𝜇𝐾𝜎

1 2⁄

6√𝜋𝜌𝜎
1 3⁄  ,          𝑏𝜎 = exp (− 

1

4𝑎𝜎
2) − 1 ,    𝑐𝜎 = 2𝑎𝜎

2 𝑏𝜎 +  
1

2
 .       (4.49) 

The part erf(μr12) has been multiplied by the square of the one-particle 

density matrix for the uniform electron gas and then integrated. The Kσ allows the 

incorporation of generalized gradient approximation functionals. The long-range 

part of the exchange interaction is presented by the HF exchange integral: 

𝐸𝑥
𝑙𝑟 =  − 

1

2
 ∑ ∑ ∑ ∫ ∫ ψ𝑖𝜎

∗ (𝑟1)𝜓𝑗𝜎
∗

𝑜𝑐𝑐

𝑗

𝑜𝑐𝑐

𝑖𝜎

(𝑟1) ∙ 

∙  
erf (𝜇𝑟12

𝑟12
𝜓𝑖𝜎(𝑟2)𝜓𝑗𝜎(𝑟2)𝑑3𝑟1𝑑3𝑟2           ,                    (4.50) 

where 𝜓𝑖𝜎 is the ith σ-spin molecular orbital.  
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When μ is equal to zero, the LC-DFT calculation responds to the pure DFT 

calculation, and when 𝜇 =  ∞ the calculations correspond to the standard HF 

calculation. Tsuneda has shown that the LC method with μ = 0.33 provides well 

results for most of the investigated phenomena11. The LC functional gives more 

accurate excitation energies compared to results obtained by the B3LYP functional. 

It can be confirmed that the accurate LC results may be due to the long-range 

correction rather than the hybridization of the HF exchange integral13. Another 

important advantage of the LC-DFT is the accurate description of orbital energies12. 

 

4.2.7. Hubbard correction method  

The DFT methodology augmented by Hubbard parameters (DFT+U) was 

introduced by Anisimov et al.14 In the developed model a correction of localized 

states in LDA approximation is implemented and the DFT energy functional is 

extended by Hubbard parameters: 

 𝐸𝐷𝐹𝑇+𝑈[𝜌(𝑟)] = 𝐸𝐷𝐹𝑇[𝜌(𝑟)] + 𝐸𝐻𝑈𝐵
𝐼 [{𝑛𝑚𝑚′

𝐼𝜎 }] − 𝐸𝐷𝐶
𝐼 [{𝑛𝑚𝑚′

𝐼𝜎 }]        (4.51) 

where 𝐸𝐷𝐹𝑇 represents the DFT total energy of an electron system, 𝐸𝐻𝑈𝐵
𝐼  is the 

Hubbard interaction energy of the localized correlated orbitals (typically localized 

d or f orbitals) of an atom I, 𝐸𝐷𝐶
𝐼  is the approximated DFT interaction energy of the 

orbitals which must be subtracted to avoid double counting of the electron 

interaction occurring at the corrected orbitals. The 𝜎 denotes a spin.  

The DFT+U theory is designed to give the self-energy correction to 

localized states embedded in delocalized states. The localized states are 

characterized by a large Coulomb correlation that is accounted for using the U-term 

whereas the delocalized states are well described by the LDA or GGA 

approximations. It was shown that a band gap value and lattice parameters of 

semiconductors calculated by the DFT+U method can be comparable to 

experimentally obtained data contrary to semilocal functionals. Changing the 

correlation energy U and the energy-level separation, the system undergoes a 

transition between the ionic and Mott insulating phase15. The extended Hubbard 

correction can significantly improve the description of the oxide semiconductors 

concerning GGA approximation, providing a more accurate estimation of the 

structural and electronic properties.  
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4.3. Plane-wave method 

There are many possible ways to solve the Kohn-Shame equations. 

However, since Slater first proposed in 193716 the augmented plane wave method

(APW) it has started to be one of the most popular methods to solve the electronic 

structure of solids using density functional theory. It is worth saying that at present, 

the APW is not practically used but it is important for the development of the 

LAPW and APW+mo methods. 

In regions far away from the nuclei, electrons are described by plane waves. 

Electrons near nuclei can be described more efficiently by atomic functional. 

Therefore, all APW descendent methods divide space into two regions: a sphere 

with a radius MTr  surrounding each atom (Muffin Tin sphere) and an interstitial 

region (I). For a system with one atom per unit cell, the wave function can be 

characterized as: 17 

( , )
ˆ( , ) ( )  

G

G

ik r

APW

kG

L L LL

e r I
r k

r MTa u r E Y r


 
= 


, (4.52) 

where G  is the reciprocal lattice vector, k  is the crystal momentum, and

G
k k G= + . The L is the condensed angular momentum index, and ˆ( )LY r  are the 

spherical harmonics. The G
k

La coefficients are found by expanding each plane-wave

into Bassel functions ( )l MTG
j k r  at the MT spheres MTr r= , requiring the basis set 

to be continuous at the sphere boundaries. This yields: 

( )ˆ4 ( )
( , )

G
k l MTl G
L L G

l MT

j k r
a i Y k

u r E
 =  .  (4.53) 

While the plane waves are energy independent, the ul depends on the energy at 

which the Schrodinger equation is evaluated. For a completely energy-independent 

basis set, the secular equation should be linear in energy. It is then an easy task to 

find all the eigenvalues by simply diagonalizing the secular matrix. On the other 

hand, since the oscillations of the physical wavefunctions can vary strongly with 

energy, a completely energy-independent basis set must be made very large to 

describe all eigenstates over a wider energy region. A solution to this problem is a 

compromise, in which the energy independent within a certain energy region 

augmented plane waves are made. This will make the secular equation linear within 

this region. The presented method refers to linearized versions of the APW method 
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(LAPW). The LAPW basis functions have the same form as the APW basis 

functions in Eqn. (4.52), but with a different augmentation in the muffin-tin 

region18,19. The main idea of the LPAW is that the basis functions Lu in the MT 

sphere are supplemented by their energy derivatives Lu  but both Lu and Lu are now 

evaluated at fixed energy. 

  
( , )

ˆ( ( , ) ( , )) ( )  

G

G G

ik r

LAPW

k kG

L L l L L l LL

e r I
r k

r MTa u r b u r Y r


 

 
= 

+
          (4.54) 

where /L lu du dE . The two coefficients G
k

La and G
k

Lb  are determined by forcing 

each basis function across the MT boundary. Hamiltonian became linear to the 

energy, and all energies of the eigenfunction can be found through one 

diagonalization of the secular matrix. It means that LAPW increases the number of 

basis sets compared with the APW, due to the less physical shape of the augmenting 

functions, and it increases the relatively large secular matrix for comparison with 

APW. This slower convergence of LAPW, with respect to the number of basis 

functions, has been well-known since the very first applications of the method20. 

Still, there is no doubt that the LAPW method is a great improvement over the 

energy-dependent APW method. However, an energy-independent APW basis set 

alone does not provide enough flexibility to find solutions in the region around the 

fixed energy parameter. The variational freedom can be improved by using a 

complimentary basis set consisting of local orbitals for physically important l-

quantum numbers i.e. 𝑙 ≤ 3. The local orbitals put no extra condition on the APW 

basis set, and the number of plane waves in the interstitial is therefore unaffected. 

Local orbitals were first introduced in the LAPW method to treat semi-core 

states. They are local in the sense that they are completely confined within the MT 

spheres21,22: 

0  
( , )

ˆ( ( , ) ( , )) ( )  

lo

lo loG
L L l L L l L

r I
r k

a u r b u r Y r r MT


 


= 

+ 
 .               (4.55) 

The linear combination includes radial function: Lu and Lu . In addition, the 

linearization of energy l  for all basis functions will not affect the calculation but 

it make them much simpler. The two coefficients lo

La and lo

Lb  are determined by 

normalization (the local orbitals have zero value at the MT spheres boundary). 

Both, the APW and local orbits are continuous at the sphere boundary but their 
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derivative is discontinuous. Most accurate LAPW methods deal with the full wave 

function of all possible elements as -s, -p, -d, and -f electron systems. 

The wave function of the real objects has a different signature in different 

regions of the space. However, the wave function for the bonding region must be 

smooth. In this case, the effective pseudopotential can be implemented. In the 

region close to the atom core, the strong attractive potential of the nuclei rapidly 

owns wave function oscillators.  

 

4.4. Born-von Karman boundary conditions 

To predict the electron properties of infinite solid materials the periodic 

potential should be introduced. The translational periodicity of the lattice can be 

defined by a primitive lattice translations vector: 

1 1 2 2 3 3T n a n a n a= + + ,                                       (4.56) 

where vectors 1 2 3,  and a a a  are nonplanar. The periodic structure of potential ( )V r  

can be represented as: 

( ) ( )V r T V r+ =    or  ( ) iGr

G
G

V r V e= ,                   (4.57) 

where G  are sets of vectors in reciprocal space and 
G

V are Fourier coefficients. The 

reciprocal lattice can be defined by vectors G , with primitive translation vectors: 

1 1 2 2 3 3G m A m A m A= + + ,                                      (4.58) 

where jA  are three non-coplanar vectors 2i j ija A =  and  is an integer. In 

consequence, one can conclude that the existence of a lattice in the r-space 

automatically implies the existence of a lattice in the k-space. Using only a one-

electron wave function the electron system can be represented correctly. The 

infinitive number of equivalent dispersion relationships  ( ) ( )E k E k G= + for all G

should be used. Because the k-space periodicity exists it means that all information 

will be contained in a primitive cell of reciprocal lattice named the first Brillouin 

zone. 

In the crystal structure, the wave functions must describe the motion of the 

electrons through the periodic potential that reflects the translation properties of the 

lattice. The mentioned wave function looks as follows: 

( )( ) i kr tr e  − −= .                                           (4.59) 

jm
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This plane wave function subjects boundary conditions that include symmetry of 

the crystal: 

1..3( ) ( ),j j jr N a r  =+ = ,                                    (4.60) 

where jN is the number of primitive unit cells in the crystal, and index j represents 

the number of the unit cell in the j direction. The volume of k-space is defined as: 

31 2
1 2 3 1 2 3

1 2 3

1
 where  k

AA A
A A A A A A V

N N N N
  =     =  .                (4.61) 

The kV  is the volume of the first Brillouin zone and this means that it has the same 

number of k-points that the number of primitive cells of the crystal.  

The Schrodinger equitation for the periodic potential of some particle with 

the mass m looks like this: 

2 2

( )
2

H V r E
m

  
 

= − + = 
 

.                                (4.62) 

The wave function  can be presented as a sum of the plane wave function with 

Born von Karman boundary conditions: 

( ) ikr

k
k

r C e =  .                                              (4.63) 

Using dependence (4.63) one can rewrite equation (4.62) in form: 

2 2

2

ikr iGr ikr ikr

Gk k k
Gk k k

k
C e V e C e C e

m
+ =    .                        (4.64) 

In addition, the potential energy term can be rewritten as: 

( )

, ,

( ) ( )i G k r ikr

G Gk k G
G k G k

V r V C e V r V C e +

−
= → =  ,                     (4.65) 

 and the Schrodinger equation becomes: 

2 2

( ) 0
2

ikr

Gk k G
Gk

k
e E C V C

m −

 
− + = 

 
  .                                (4.66)  

When 1ikre = , the equation (4.66) can obtain presented form:  

2 2

( ) 0
2 Gk k G

G

k
E C V C

m −
− + = .                                       (4.67) 

Using dependence k q G= − , where q  is located in the first Brillouin zone and 

G is reciprocal lattice vectors, one can obtain: 


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2 2( )
( ) 0

2 q G G q G G
G

q G
E C V C

m
 − − −

−
− + = .                               (4.68) 

Let’s choose a particular value of q and general reciprocal lattice vectors G to 

specify the 
k

C  ( k q G= − ) that will be used to make the wave function  defined 

in (4.63) as follows: 

( )( ) i q G r

q q G
G

r C e −

−
=  , (4.69) 

that can be rewritten: 

( ) iqr iGr iqr

q jqq G
G

r e C e e u −

−
= = .                                 (4.70) 

The equation (4.70) can be interpreted as (a plane wave with a wavevector within a 

first Brillouin zone)   (a function of the periodicity of the lattice jqu ). Bloch’s

theorem says that “The eigenstates   of a one-electron Hamiltonian 

2 2

( )
2

H V r
m


= − + where ( ) ( )V r T V r+ = for all Bravais lattice translation 

vectors T  can be chosen to be a plane wave function with the periodicity of the 

Bravais lattice”. In consequence, the jqu represents a particular dispersion

relationship of the electron sets. The possible states in the band will be given by the 

number of Born-von Karman wavevectors q in the first Brillouin zone.  

4.5. Semi-empirical methods in quantum chemistry 

Semi-empirical quantum chemistry methods are based on Hartree-Fock 

formalism but they make many approximations and use many parameters from 

empirical data. These methods are important for the computation of large 

molecular, or cluster systems that, in many cases, would be impossible to be studied 

with using the full Hartree-Fock methods. It is because the electron correlation 

effects would be too expensive. The development of semi-empirical methods 

assumes that the Hartree-Fock formalism can be approximated or completely 

neglects at the level of the two-electron integrals J and K (see equations (4.13) 

and (4.14)). Instead to calculate these integrals the parameters best describing 

experimental data or ab initio calculations are introduced. The obtained results may 

be wrong when the calculated molecule differs from the system for which the 


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parameterization was done. On the other side, only selected properties can be 

calculated by the semi-empirical methods for which these methods were developed. 

The oldest semi-empirical method completely neglecting the two-electron 

integrals is called the Hückel method and the extended Hückel method. The Hückel 

method treats quantum mechanically only π electrons and is intended for 

calculations of aromatic conjugated molecules. The extended Hückel method takes 

into account all the valence electrons. Among the other semi-empirical methods, 

two basic groups can be distinguished: methods in which only π electrons are 

quantum-mechanically treated and methods in which all valence electrons are 

calculated. The most popular method of the first group is the Pariser-Parr-Pople 

method, which mainly serves to calculate the excited states of the π-electrons 23,24. 

The second group includes CNDO, INDO, and NDDO methods introduced by 

Pople. Parameters implemented into these methods are based on ab initio 

calculations with a minimal basis set not on experimental results. They are currently 

rarely used, but they make a significant contribution to the development of semi-

empirical methodology25.  

 

4.5.1. PMx parameterization methods 

Over the past 40 years, the NDDO and MNDO-type methods have been 

refined26,27. Numerous changes were made to the NNDO methodology. In 1989 

Stewart start to develop a new version of the NNDO methods based on their new 

parametrization. In consequence, the PM3 method (parametric method 3) was 

created28. The elements from the first and second rows were present29. Comparing 

the obtained results with NNDO and AM1 showed significant improvements. 

Although technique based on a combination of the localized molecular orbitals whit 

pseudo-diazotization30 make the PM3 method suitable for large biomolecules with 

several thousand atoms. It reduced the time of the self-consistent field (SCF) 

calculation, which makes almost linear scaling from the size of the system.  

Stewart continues to improve the accuracy of PM3, adding several heavy 

elements31,32. The most important change was the addition of d orbitals to the main 

group elements and the introduction of diatomic parameters. In consequence, he 

developed the PM6 parametrized method. It includes a correction in the core-core 

interactions defined as follows: 
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 𝐸𝑛(𝐴, 𝐵) = 𝑍𝐴𝑍𝐵⟨𝑠𝐴𝑠𝐴|𝑠𝐵𝑠𝐵⟩(1 + 𝑥𝐴𝐵𝑒−𝛼𝐴𝐵(𝑅𝐴𝐵+0.0003𝑅𝐴𝐵
6 ))             (4.71) 

and resulting in a convergence increase by the addition of a small perturbation. The 

PM6 method contains atomic and diatomic parameters for 70 elements, including 

transition metal groups, not previously introduced in any semi-empirical 

computational methods33.  

The increased accuracy of PM6 compared to PM3 made it the preferred 

NDDO method, but its fault was the incorrect modeling of various simple solids, 

which were very different from the species used in the parameter optimization. In 

consequence, the PM734 method was developed. In PM7, correlation effects used 

in PM3 and PM6 methods have been replaced by Jurečka’s dispersion term. This 

has allowed all of the atomic core–core Gaussian functions to be deleted with the 

exceptions of H, C, N, and O, as sufficient high-quality reference data available to 

allow the Gaussian functions for these elements to be defined. 
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Chapter 5 

THESIS AND HYPOTHESES OF THE WORK  

 

For many years TiO2 with an anatase structure has been extensively studied 

for photovoltaic applications, but its wide energy band gap (3.2 eV) allows to use 

of only a small fraction of solar radiation. Therefore, the pristine TiO2 crystal is not 

appropriate material for the conversion of solar energy into electric current. The 

quantum confinement size effect changes the electron properties of the crystal, so 

in recent years, the focus has been made on the investigations of the TiO2 

nanostructures. The TiO2 nanocrystals do not meet their full expectations, because 

they have low photoconversion efficiency. The proposed dissertation is devoted to 

the theoretical study of the physical properties of hybrid materials based on bulk 

and nanostructured TiO2 sensitized by organic dyes, that potentially can be used to 

build dye-sensitized solar cells (DSSC). The results obtained by quantum chemical 

calculations were compared with experimental data. 

Based on the literature analysis concerning the subject of the dissertation, 

the following thesis was proposed: TiO2-based structures modified by impurities 

and/or vacancies as well as sensitized by the appropriate dyes are applicable 

for the DSSC devices. To choose the best components for DSSC applications 

the mechanism of charge transfer between them should be explained. The 

sensitizers will be the organic molecules anchored at the surface of the 

semiconductor and absorbing the light in the visible region. 

Therefore, the TiO2 studies are aimed at modification of their composition 

to produce a material with a low energy gap and high photon energy to electric 

current conversion coefficient. A variation of the electron band gap with 

stoichiometry is a key parameter to fine-tune the photocurrent activation and 

enhance the photoactive parameters of semiconductors under solar light irradiation. 

Therefore, it is necessary to adjust the active material band gap able to exploit the 

large part of the solar light spectrum. The strategies used to modify the optical 

absorption by band gap narrowing consist of the stoichiometry change of 
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semiconductors with a suitable ratio of the oxygen and the doping ions as N, Ni, 

Mn, and Cu. This gives the possibility of interference to the width of the energy gap 

from the bottom of the conduction band as well as from the top of the valence band. 

This approach will help to clarify the hypothesis that proper doping of 

semiconductor nanostructures with ions in the presence of oxygen vacancies 

reduces the energy gap of the material.  

The electron transfer process from the sensitizer to the semiconductor 

structure plays the main role in the photoinduced charge separation and it affects 

the efficiency of the solar cells. This fact leads us to hypothesize that the dye group 

anchoring the organic molecule on the semiconductor surface has a decisive 

influence on the photoconversion mechanism and the transfer of charge carriers in 

photovoltaic hybrid systems. In this case, commercial dyes like D102 and D149 as 

well as the ruthenium polypyridine dyes were selected for the proposed study of the 

photoconductive mechanism. To verify the hypothesis dyes with carboxyl and/or 

catechol anchoring groups will be tested. Changes in the anchoring groups will 

characterize the mechanism of photoelectron charge transport occurring between 

the dye and the semiconductor. It will give the possibility to explain the mechanism 

of the indirect-type (I-type) and direct-type (II-type) of photoconductivity. The 

explanation of unsolved problems related to the mechanism of electron 

injection from dye to semiconductor is the main task of this work. 

 

. 
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Chapter 6 

STRUCTURAL AND ELECTRONIC PROPERTIES OF TiO2 -

BASED MATERIALS 

 

In recent years, the research community has shown keen interest in 

searching for new renewable energy resources. Therefore, solar cells of various 

types have attracted much attention in energy production owing to their ability to 

convert the energy of light into electrical energy. Third-generation solar cells are 

based on nano-sized transition metal oxides playing a major role in the field of 

photovoltaics. Especially TiO2 has been widely used in different kinds of solar cell 

applications. The use of TiO2 nanoparticles as a photoanode in DSSC gives a power 

conversion efficiency (PCE) equal to 12.6%1. Moreover, the application of TiO2 

nanostructures as the light-scattering layer of DSSC for efficient utilization of the 

solar spectrum can upgrade the PCE by a few percent2. The TiO2 used as the hollow 

sphere of the electron transporting layer in the perovskite solar cells (PSC) enhances 

the PCE up to 19.6%3. 

TiO2 plays a dominant role in the field of both DSSC and PSC applications4. 

The typical DSSCs photoanode is created with pure TiO2 in anatase form 

{I41/amd[141]}. The pure rutile phase of the TiO2 has worse charge transport 

properties than pure anatase. Unfortunately, a bandgap of the TiO2 anatase structure 

is equal to 3.2 eV5 and the anatase does not absorb visible light. In consequence, is 

necessary to move its bandgap energy into the visible light region to realize photon 

into electrical energy conversion. It can be done by dopants or nonstoichiometric 

arrangement of the TiO2 structure. Also, the sensitizing organic molecules can be 

adsorbed at the surface of the semiconductor harvesting the light. To anchor a 

significant amount of sensitizers on the surface of a semiconductor, the surface of 

an anode should be increased by its porosity or nanostructuring. A large fraction of 

surface atoms alters the electron properties and, in consequence, the conductivity 

of the anode having an impact on the performance of DSSC devices. The surface 
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has a prominent role in nanomaterials and is essential for understanding the 

material’s reactivity in the case of sensitizer anchoring.  

Additionally, the problem of nanosized anatase is its instability and 

degradation to the rutile phase which is not desirable in DSSC applications. This 

problem can be solved by doping the TiO2 with zirconium dioxide (ZrO2) in tetra 

modification. Experimentally it was proved that the Ti1-xZrxO2 in anatase form 

(where x=0.1) has prevented degradation to rutile6. Unfortunately, in the mentioned 

material its energy gap increases according to the electronic properties of the ZrO2 

because the bandgap energy of the ZrO2 is equal to 5 eV7.  

The results of experiments measuring structural, elastic, and electron 

parameters of bulk TiO2 can be well reproduced by different computer simulation 

approaches, but the electron structure of TiO2, especially within size limitation, is 

still a subject of debate. The response of TiO2 single-crystal polymorphs, surfaces, 

and nanostructures to optical excitation is of particular topical interest in solar-

energy harvesting. In the present Chapter, the evaluation of electron properties 

versus size limitation of the pristine and modified TiO2 in anatase form (a-TiO2) is 

discussed.  

 

6.1. Structural and electron properties of bulk TiO2 crystal 

structures  

The electron properties of the TiO2 crystals cannot be computed correctly 

by standard density functional theory (DFT)8,9. The overestimation of electron 

delocalization is a known drawback of DFT methods, particularly for systems with 

localized d- and f-electrons 10,11. The origin of the failure of the DFT in transition 

metal oxides is known to be associated with an inadequate description of the strong 

Coulomb repulsion between 3d electrons localized on metal ions12. In many 

research works the hybrid DFT functionals or Hubbard corrections (U) were 

implemented to improve the computational results13. The DFT+U method combines 

the high efficiency of DFT with an explicit treatment of electron correlation with a 

Hubbard model for a subset of electron states in the system. Non-integer or double 

occupations of these states is described by the introduction of two additional 

interaction terms, namely, the one-site Coulomb interaction term U and the 

exchange interaction term J. 
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This work aimed to predict electron properties of stoichiometric and 

nonstoichiometric a-TiO2 structures in bulk form. Nonstoichiometric a-TiO2 was 

built as an anatase structure with oxygen v(O) and titanium v(Ti) reduction. Also, 

the influence of dopants such as Zr, Ni, Mn, Cu, or N atoms on the electron 

properties of the a-TiO2 was investigated.  

First off all the structural and electron parameters of the pristine TiO2 crystal 

structure were calculated to find the best computational method to reproduce the 

experimental data. All calculations were performed using the Vienna simulation 

package (VASP)14,15. The Kohn–Sham equations were solved using the projector-

augmented wave (PAW) method16,17. To investigate the electron properties of the 

chosen structures spatial arrangement of their atoms should be relaxed. For the 

structural relaxations the Perdew–Burke–Ernzerhof (PBE) functional was used18, 19 

with the long-range dispersion correction implemented by Grimme20. As the best 

method for structural relaxation, the DFT/PBE functional augmented by Hubbard 

correction was chosen. Was proven that a method giving appropriate parameters 

compared with experimental data is based on full structural relaxation (relaxation 

of cell parameters, volume, and atomic position). The Hubbard correction was 

implemented into calculations as a rotationally invariant LSDA+U method 

introduced by Liechtenstein et al.21. The Brillouin-zone integrations were 

performed on a -centered Monkhorst-Pack 8 × 8 × 8 k-point grid22. The kinetic 

energy cutoff for plane waves was set to 520 eV. The convergence criterion for the 

electronic self-consistent loop (SCF) was set to 10−5 eV. Full geometry optimization 

was performed until the largest component of the ionic forces was less than 10−4 

Hartree.  Wave functions were employed by the projector-augmented wave (PAW) 

method (X-sv-GW basis set, where X is a symbol of an atom). 

Correctness of the Hubbard parameters applying for the Ti 3d electrons of 

the stoichiometric a-TiO2 structure was tested by changing their values from UTi=0 

and JTi=0 eV up to UTi=9 and JTi=1 eV as presented in Table 6.1. In this case, the 

unit cell parameters (a, b, and c) and their ratio were analyzed (c/a). The c/a ratio 

is a crucial parameter for the anatase structural type since changes in the c/a ratio 

depend on the formation of metal-metal bonds. As was reported in the work of 

Mattioli and coworkers23, Hubbard correction increases lattice parameters and Ti-

O distances. Similar results were also reported in the work of Arroyo-de 

Dompablo24. Contrary to this, hybrid functionals underestimate the unit cell 
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parameters of the a-TiO2
25. The Hubbard parameters UTi=6 and JTi=1 eV give a 

good ratio of the c/a=2.52 in the stoichiometric a-TiO2 structure. Deviation of the 

a and c lattice parameters exists but it is less than 2 % indicating good agreement 

with experimental data. The octahedral structure of the a-TiO2 is created for one Ti 

atom surrounded by 6 O atoms. The Ti-O bonds along the “c” direction are longer 

than those lying in the “ab” plane. Both relaxed Ti-O bonds are longer than the 

experimental ones, and they are equal to 2.001 Å and 1.967 Å, respectively. 

Experimental results are 1.966 Å and 1.937 Å, respectively26. Experimental angles 

O-Ti-O are equal to 102'38 and 92'60, and the modeled ones are almost identical, 

equal to 102'23 and 92'57, respectively. In consequence, one may conclude that the 

Hubbard parameters UTi=6 and JTi=1 eV used in the DFT/PBE+U calculations24 

give good reproduction of the experiment stoichiometric a-TiO2 structure 27,28. In 

this case, was decided to relax all investigated TiO2-based structures applying UTi=6 

and JTi=1 eV. 

 

Table 6.1. Parameters of the unit cell of the stoichiometric a-TiO2 relaxed structure by applying 

DFT/PBE and DFT/PBE+U methods with different Hubbard parameters, compared to 

experimental data 

Method 
 a=b 

(Å) 

c 

(Å) 
(c/a) 

 
UTi 

(eV) 

JTi 

(eV) 

DFT/PBE 0 0 3.80 9.65 2.54 

DFT/PBE+U 

4 1 3.83 9.68 2.53 

6 1 3.85 9.71 2.52 

9 1 3.87 9.75 2.52 

Experiment27,28 3.79 9.51 2.51 

 

In the case of  t-ZrO2, each zirconium atom maintains its eight coordinated 

oxygens: four oxygen atoms at a distance of ~ 2.10 Å, and four at a distance of ~ 

2.30 Å29. The performed calculations of structural relaxation of  t-ZrO2 give the 

lengths of bounds ~ 2.18 Å and  2.32 Å. These data were obtained by applying 

UZr=6 and JZr=1 eV Hubbard parameters to the DFT/PBE functional. The 

mentioned calculations were performed as a test for the computer simulations of 

the physical properties of the TiO2 structure with impurities.   

 

6.1.1. Model of the 221 supercell 

Based on the unit cell of the a-TiO2 the 221 supercell was built. Its 

structure was optimized by applying parameters described in Chapter 6.1 and 
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Hubbard parameters UTi=6 eV and JTi=1 eV. The full crystal relaxation (applying 

ISIF=3) was performed. Geometry relaxation has given almost the same results 

(2a=7.69 Å, c=9.70 Å, c/a=2.52) as they were obtained after geometry 

optimization of the unit cell of the a-TiO2 (a=3.84 Å, c=9.71 Å, c/a=2.52). It means 

that the created supercell 221 can be used to model the a-TiO2 crystal structure 

with its defects. The main limitation of the 221 supercell application is the 

dopant ratio equal to 6.25 % obtained in the case of substitution of Ti by impurities. 

It is a minimum value that can be obtained using the proposed model. The lower 

impurities level can be obtained by increasing the size of the supercell but the 

calculations will be very time-consuming and maybe even impossible. The 

supercells of the a-TiO2 were modified by oxygen and titanium vacancies and by 

impurities such as Zr, Ni, Mn, Cu, and N ions. The examples of these structures are 

presented in Fig. 6.1.  

 

a) b) c)  

Figure 6.1. Optimized crystal structures of the 221 supercells: a) virgin structure, b) TiO2:Zr, 

c) TiO2:Zrin (Blue atoms—Ti, red atoms—O, green atoms—Zr) 

 

The structural data of the studied structures after full geometry relaxation 

are collected in Table 6.2. The a and b supercell edge lengths are multiplied by 2 

compared with the primitive unit cell of a-TiO2. Analyzing the total energy per atom 

one can see that the value obtained for pristine TiO2 is equal to -8.73 eV.  The 

oxygen vacancies v(O) shows almost the same total energy and has very similar 

cell edges (see TiO2:v(O) in Table 6.2). It can be concluded that v(O) has a very 

high chance to exist in real a-TiO2 crystals. The existence of oxygen vacancies is 

typical for AB2 crystals from an experimental point of view. Meanwhile, the 

titanium vacancies v(Ti) show a significant effect on structure stability increasing 

its total energy and making a strong impact on cell parameters, mostly by decreasing 

the c edge of the supercell. The presented data allows us to conclude that the 
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probability of existence of the v(Ti) is lower than the existence of v(O). This agrees 

with the experiment, where oxygen vacancy is one of the most important and 

prevalent defects of many metal oxides30. All the remaining data presented in Table 

6.2 will be analyzed in the next paragraph of Chapter 6.1. 

 

Table 6.2. Structural parameters of the pristine a-TiO2 221 supercell and its nonstoichiometric 

modification relaxed by applying DFT/PBE+U method (UTi= UZr=6 and JTi= JZr=1 eV) 

 

Structure 2a (a=b) (Å) c (Å) c/a 
Total energy/atom 

(eV) 

TiO2 7.69 9.70 2.52 -8.73 

TiO2:v(Ti) 7.72 9.62 2.49 -8.43 

TiO2:v(O) 7.68 9.72 2.53 -8.70 

TiO2:Zr* 7.72 9.77 2.53 -8.78 

TiO2:Ni 7.68 9.64 2.51 -8.48 

TiO2:Cu 7.71 9.66 2.51 -8.40 

TiO2:Mn 7.68 9.70 2.53 -8.50 

TiO2:Zr:v(O) a=7.72/b=7.69 9.78 2.53/2.54 -8.74 

TiO2:Zr:v(O) far** a=7.72/b=7.70 9.79 2.54/2.54 -8.75 

TiO2:Ni:v(O) a=7.73/b=7.66 9.68 2.50/2.53 -8.52 

TiO2:Cu:v(O) a=7.68/b=7.73 9.76 2.54/2.53 -8.46 

TiO2:Mn:v(O) a=7.69/b=7.73 9.78 2.54/2.53 -8.54 

TiO2:Zrin*** a=7.73/b=7.79 9.70 2.51/2.49 -8.70 

TiO2:Cuin 7.75 9.67 2.50 -8.54 

TiO2:Mnin a=7.72/b=7.74 9.73 2.52/2.51 -8.60 

TiO2:N 7.69 9.63 2.50 -8.34 

TiO2:Nin 7.72 9.75 2.53 -8.56 

TiO2:Nin:v(O) a=7.70 9.77 2.54 -8.56 

TiO2:Nin:v(O) far a= 7.70 9.78 2.54 -8.55 

TiO2:NO**** a=7.70/b= 7.72 9.69 2.52/2.51 -8.62 

* TiO2:M (where M=Zr, Ni, Cu, Mn, and N) means
0,94 0,06 2Ti M O (Fig. 6.1B) 

** v(O) far—means O vacancy located far from the doped atom (M) 

*** TiO2:Min (where M=Zr, Ni, Cu, Mn, and N) means M atom added into TiO2 in an interstitial 

position. (Fig. 6.1C) 

**** TiO2:NO means that the N atom substitutes the O atom 

 

Electron properties of the a-TiO2 and t-ZrO2 crystals were calculated in the 

points of the Brillouin zone specified in Fig. 6.2 following the path -X-M--Z-R-

A-Z[X-R]M-A, where (0, 0, 0), X(0.5, 0, 0), M(0.5, 0.5, 0), Z(0, 0, 0.5),  R(0.5, 

0, 0.5) and A(0.5, 0.5, 0.5) by applying sampling with k-point Monckhorst-Pack 

grids 888. All other computational parameters were applied as mentioned 

above. The TiO2 structures with impurities were built by removing one O atom or 

one Ti atom from the crystal supercell and substituting it with metal ions or adding 

an impurity in an interstitial position of the supercell.  

To calculate the electron parameters of the a-TiO2, first of all, the tests were 

performed using different Hubbard parameters. The calculations were performed 



Chapter 6 

STRUCTURAL AND ELECTRONIC PROPERTIES OF TiO2-BASED MATERIALS 

 

93 

 

for the unit cell of the pristine a-TiO2 and t-ZrO2 structures as well as for the 

221 supercell of the a-TiO2. The obtained results are presented in Table 6.3. 

The band gap energy of the a-TiO2 calculated using the GGA/PBE method is 

underestimated compared with the experimental value. The same results were 

obtained in the other works23,24. It supports the theory that the pure PBE functional 

cannot be used to calculate electron properties of metal oxides as a-TiO2 and t-ZrO2. 

The DFT/PBE methods underestimate the band gap energy of the t-ZrO2 giving a 

value of 3.81 eV but the experimental value is equal to 5.00 eV. 

 

 
Figure 6.2. Brillouin zone pass for TiO2 crystals in anatase polymorph. Electron properties of the 

a-TiO2 crystal were calculated in the points of the Brillouin zone as follows -X-M--Z-R-A-Z[X-

R]M-A 

   

Table 6.3. Bandgap energy calculated by DFT/PBE* and DFT/PBE+U method applying Hubbard 

correction for the unit cell of the a-TiO2 and t-ZrO2 and 221 supercell of the a-TiO2. In all cases 

the JTi=JZr=1 eV 

unit cell a-TiO2 221 supercell a-TiO2 unit cell t-ZrO2 

UTi (eV) Eg (eV) UTi (eV) Eg (eV) UZr (eV) Eg (eV) 

0.00* 2.02* 0.00* 2.03* 0.00* 3.81* 

6.00 2.68 6.00 2.69 6.00 4.70 

9.00 3.12 9.00 3.14 9.00 4.83 

9.25 3.16 9.25 3.18 9.25 5.05 

9.50 3.20 9.50 3.23 9.50 5.10 

9.75 3.24 9.75 3.26 9.75 5.12 

10.00 3.28 10.0 3.31 10.0 5.14 

Eg(exp) =3.2 eV26  Eg(exp) =5.0 eV5 

 

Optimizing geometry of the a-TiO2 and t-ZrO2 crystal good structural 

parameters were obtained applying Hubbard correction as follows UTi= UZr=6 eV 

and JTi= JZr=1 eV. Using these parameters for the electron properties calculations 

the obtained band gap energy is higher than using DFT/PBE method but is still 

underestimated. Analyzing data presented in Table 6.3, one may decide that the 

UTi=9.50 and JTi=1.00 eV for the Ti atom can be used to calculate the electron 

properties of the a-TiO2 unit cell. To calculate electron parameters of the 221 
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supercell better results are obtained using parameters UTi=9.25 eV and JTi=1.00 eV. 

Electron parameters of the t-ZrO2 crystal are well reproduced using UZr=9.25 eV 

and JZr=1.0 eV. The Hubbard parameters of the O atoms were not taken into 

consideration.  In consequence, was proposed to use UTi=9.25 eV and JTi=1.00 eV 

correction to simulate electron properties of pristine and defective TiO2 structures 

that will lower possible errors in obtained results and shows the impact of transition 

between bulk and surface of TiO2 taking into account the structural changes. 

The energy band structure of the a-TiO2 (Fig. 6.3) and t-ZrO2 (Fig. 6.4) were 

calculated by applying UTi= UZr =9.25 eV and JTi= JZr=1.00 eV. The obtained 

results show an indirect band gap for the a-TiO2 structure and a direct band gap for 

the t-ZrO2 structure. The valence band of the a-TiO2 is created by O 2p electrons 

(blue line), and conducting band is predominantly created by Ti 3d states (red line). 

Valence band maximum (VBM) is localized near the M point and conductional 

band minimum (CBM) is localized at the  point. Analogous results were obtained 

for ZrO2. Here also the valence band is created by O electrons and the conduction 

band by the Zr electrons (see Fig. 6.4). The constructed electron density of states 

(DOS) is presented in Fig. 6.3 and Fig. 6.4 for the a-TiO2 and t-ZrO2 structure, 

respectively. The obtained results follow the data presented by other 

researchers31,32, and they are typical for the AB2 metal oxides. 
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Figure 6.3. Energy band structure and electron DOS calculated by DFT/PBE+U method for the a-

TiO2 crystal structure (UTi=9.25 and JTi=1.00 eV) 
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Figure 6.4. Energy band structure and electron DOS calculated by DFT/PBE+U method for the t-

ZrO2 crystal structure (UZr=9.25 and JZr=1.00 eV) 

 

From a fundamental solid-state point of view, the calculated dispersion of 

the energy band structure is principal for the calculation of the carrier's effective 

masses. The effective mass of electrons (me
*) can be evaluated from the curvature 

(energy derivatives) of the bottom of the conduction band in k-space. The diagonal 

elements of the effective mass tensor for the electrons and holes of the a-TiO2 are 

calculated around the Γ point of the Brillouin zone (BZ) for the conduction band 

and around the M point of the BZ for the valence band, respectively. Calculations 

were performed following the equation: 

1

𝑚𝑒𝑖𝑗
∗ =

1

ℎ2

𝜕2𝐸(𝑘)

𝜕𝑘𝑖𝑘𝑗
                                                    (6.1)  

where h is the Planck constant and E(k) is the energy of the electron band level. The 

effective mass of electrons is determined by fitting the conduction band structure 

to a parabolic function. The effective masses of the holes are calculated 

analogously. 

Analyzing Fig. 6.3 one can say that the curvature of the VBM and CBM 

possess significant anisotropy comparing  – M i  – Z directions in the conduction 

band and M –  and M – X in the valence band.  In this case, the electron and hole 

effective masses have also significant anisotropy. The difference in the Ti-O bond 
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lengths in the c crystal direction compared with the bonds in the ab plane became 

one of the reasons why effective masses for electrons are so different. In direction 

 – M the effective mass of electrons is equal to 0.54me, in direction Γ – X  is equal to 

0.58me, meanwhile in direction Γ – Z the electron's effective mass is equal to 

3.30me.  The opposite trend is noticed for the holes' effective masses. The effective 

mass of holes in M – Γ is equal to 1.59me, and in the direction of M – X is equal to 

1.95me meanwhile in dimension Γ – Z the effective mass of holes is equal to 1.18me. 

The obtained results are very similar to data published by Kim and coworkers31 

where electron effective mass possesses a maximum value equal to 3.70me in the 

[001] direction and a minimum equal to 0.59me in the [100] or [010] direction. In

the mentioned work was reported that the effective mass of holes has a maximum 

(2.33me) in the [100] or [010] direction and a minimum (0.98me) in the [001] 

direction. Also, Raghav and coworkers32, as well as Kus et al.,33 presented similar 

results in their works. It will allow us to conclude that the electron conductivity of 

the a-TiO2 is better in the ab plane than in the c direction. The performed 

calculations also prove the correctness of applied Hubbard parameters to calculate 

the electron properties of the a-TiO2-based structures. 

The electron parameters were also calculated for the pristine 221 

supercell of the a-TiO2 to compare these results with data obtained for the primitive 

unit cell (see Fig. 6.3). Calculations were performed for the high symmetry points 

located in the Brillouin zone as follows -F-Q-Z-, where (0,0,0), F(0,0.5,0), 

Q(0,0.5,0.5), Z(0.5,0,0). The energy band structure of the 221 a-TiO2 supercell 

is presented in Fig. 6.5. One can see that the investigated structure remains an 

indirect semiconductor, with an energy bandgap equal to 3.18 eV. It is slightly 

higher than the data obtained for the a-TiO2 (3.16 eV). Electron effective masses 

calculated in  Γ−F and  Γ−Z directions are 0.52me and 3.28me respectively. The 

hole’s effective mass in Γ direction is equal to 1.72me and in the F direction is equal 

to 1.46me. The lowest value effective masses of holes is noticed going from Γ to Z 

direction and is equal to 1.25me. This is very similar to the data presented earlier 

for the primitive unit cell of anatase. The DOS presented in Fig. 6.5 shows the same 

behavior as the one obtained for the unit cell of the a-TiO2 (see Fig. 6.3). The 

presented data show that the 221 supercell can be used to calculate the electron 

properties of the defected a-TiO2 structures. 
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Figure 6.5. Energy band structure and electron DOS calculated by DFT/PBE+U method for the 

221 TiO2 crystal structure (UTi=9.25 and JTi=1.00 eV) 

 

6.1.2. Defective 221 TiO2 structures doped substitutionally 

The presence of Ti and O vacancies in the a-TiO2 was investigated using the 

221 supercell approach. Calculations were performed with 6.2 % for cation and 

with 3.1 % for anion of vacancies present in the crystal structure. Oxygen vacancies 

v(O) widely exist in metal oxide-based materials as a kind of intrinsic defects34,35. 

They can significantly change the properties of the bulk (e.g., conductivity, band 

gap energy) and surface (e.g., molecular adsorption, electron properties). Therefore, 

the description of defects in wide bandgap oxides is an important challenge for 

modern electronics. Removal of lattice oxygen atoms leads to the creation of the 

Ti3+ ions36. From the transport measurements, vacancies appear to be electron 

donors resulting in metallic-like conductivity at room temperature, because when a 

vacancy is introduced, two electrons originally trapped by the oxygen are donated 

to the system. These electrons give rise to an energy state in the bandgap at about 1 

eV below the CBM37. The presence of the Ti3+ ions is also accompanied by the 

appearance of absorption bands in the visible region due to the occurrence of a new 

state in the bandgap.  

In the work of Finazzi37 was shown that the computational description of 

the electron structure of the v(O) in bulk a-TiO2 is highly method dependent. 
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Therefore, in the presented work, the GGA/PBE+U method was used with the 

parameters described for the a-TiO2 crystal to calculate the electron structure of the 

v(O) defected TiO2. The obtained results are shown in Fig. 6.6. There also the 

influence of the titanium vacancies v(Ti) on the electron structure of the TiO2 is 

present. As was mentioned earlier (see Table 6.2) the v(O) in anatase crystal has a 

high possibility to exist, and meanwhile, the structure with v(Ti) is not stable. The 

band gap energy of the v(O) defected TiO2 crystal is equal to 3.28 eV and is a little 

bit higher than the band gap of the pristine crystal. However, that additional energy 

band associated with vacancies was created 1 eV lower than CBM37. The v(O) 

defective TiO2 crystal steel has an indirect band gap. In the case of the v(Ti), any 

significant changes in bandgap value compared with pristine TiO2 are not observed. 

The v(Ti) defective TiO2 crystal turns into a direct semiconductor. This indicates 

significant changes in the geometry of the TiO2:v(Ti) during the relaxation process. 
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Figure 6.6. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2 crystal 

structure with v(O) and v(Ti) vacancies (UTi=9.25 and JTi=1.00 eV) 

 

In the case of TiO2:v(O), the effective electron masses for Γ−F and  Γ−Z 

directions are 0.59me and 3.81me, respectively. The hole effective masses for the 

mentioned structure are equal to 2.88me and 1.86me, in Γ and F direction 

respectively. Comparing these data with results obtained for pristine TiO2 (see Fig. 

6.5) one can say that the transport of electrons in the Z direction is going to be more 

difficult. Also, the transport of holes is worse than is observed for pristine TiO2. In 
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the case of v(Ti) the effective electron masses for the Γ−F direction do not change 

compared with the TiO2 structure, but for the Γ−Z direction, effective electron 

masses significantly increase. Also, hole electron masses in the Γ−Z direction 

significantly increase in the TiO2:v(Ti) structure. It proves the statement that the 

perturbation of atomic structure in the defective crystal influences the electron 

properties of the material.  

As it was mentioned above, the electron properties of the a-TiO2 can be 

improved in the desired direction by adding different dopants. In this case, the Zr, 

Mn, Cu, Ni, and N atoms were chosen. Analysing the results presented in Table 6.2 

one can see that in the case of substitution of the one Ti by Zr, the stability of the 

new structure became even higher than that of pristine anatase. The TiO2:Zr 

structure reaches the highest stability concerning all studied supercells. The c edge 

of the TiO2:Zr increases compared with the pristine TiO2 supercell because the Zr 

ion is bigger than Ti. The mentioned change does not modify the energy bandgap 

of the TiO2:Zr structure compared with pristine TiO2. (see Fig. 6.7 and Fig. 6.5). 

Effective masses of electrons in the TiO2:Zr: structure are equal to 0.54me and 

3.84me for Γ−F and  Γ−Z direction, respectively. The effective masses of holes are 

equal to 1.79me in the  direction and 1.49me in the F direction. These data are very 

similar to the ones obtained for the pristine TiO2 structure. One can conclude that 

the Zr impurities in the TiO2 structure stabilize its geometry and do not change its 

electron properties. The situation is completely different when the Zr impurities are 

accompanied by oxygen vacancies (TiO2:Zr:v(O)). In this case, the electron 

effective masses are equal to 0.58me and 4.74me for Γ−F and  Γ−Z directions, 

respectively. The effective masses of holes are equal to 2.91me in the Γ direction 

and 2.12me in the F direction (see Fig. 6.7). One can conclude that the Zr impurities 

accompanied by v(O) decrease the mobility of electrons in the Z direction 

preferring the electron transfer in XY direction and also decreases the mobility of 

holes.  

The above-discussed results obtained for the TiO2:Zr:v(O) structure were 

studied for the v(O) located close to the Zr ion. The v(O) in the TiO2:Zr structure 

were also introduced far from Zr ions (see “TiO2:Zr:v(O) far” in Table 6.2). This 

structure does not differ significantly from the TiO2:Zr:v(O) but the electron 

properties of both structures are different. The structure with v(O) located far from 

Zr ions possesses a direct energy gap in contrast to the structure with the v(O) 
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located close to Zr ion, which is indirect. The band gap energy of the “TiO2:Zr:v(O) 

far” structure is equal to 3.36 eV, which is not correct compared with experimental 

data. Results presented in the work of Bartkowiak et al.38 show that the best 

agreement is between results obtained for TiO2:Zr:v(O) and the experiment. The 

band gap energy measured for TiO2 doped by Zr4+ ions in the content of 0, 1.2 %, 

3.7 %, and 5.6 % poses values of 3.22 eV, 3.27 eV, 3.26 eV, and 3.28 eV, 

respectively keeping the indirect bandgap. It means that the Zr impurities increase 

the energy gap of the TiO2 crystal, but it must be remembered that the real crystal 

structure is always associated with oxygen vacancies. Calculated band gap energy 

for TiO2:Zr:v(O) (the v(O) is located close to the Zr4+ ions) is equal to the 3.28 eV 

giving excellent agreement with the experiment.   
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Figure 6.7. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2:Zr and 

TiO2:Zr:v(O) crystal structure (UTi= UZr=9.25 and JTi= JZr=1.00 eV) 

 

Calculating the geometry and electron parameters of the Ni, Mn, and Cu 

doped TiO2 crystal the Hubbard correction was also applied. For all impurities, the 

JM (where M=Ti, Ni, Mn, and Cu) was chosen to be equal to 1 eV. To optimize the 

geometry of doped structures the UTi=6 eV for Ti atoms was chosen according to 

data presented in Table 6.1 and literature24,38. The Hubbard correction selected as 

UMn=8 eV is in agreement with the value implemented for MnO antiferromagnetic 

oxides39. The Hubbard parameter UCu=7 eV was chosen as it was selected for CuO 
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crystal40. Was found that the Hubbard correction for the Ni atom varies depending 

on the publications UNi=6.3 eV and JNi=1 eV41  to UNi=5.7 eV and JNi=1 eV42. In 

the presented work calculations with different Hubbard parameters were performed 

and was found that the best results are obtained using UNi=6 eV. The chosen 

parameter is the same as the one proposed for the Ti atom according to the similarity 

of their ionic radius. Ti has an ionic radius equal to 147 pm and Ni possesses an 

ionic radius equal to 125 pm.  

Analyzing data presented in Table 6.2 one can see that the chosen impurities 

substitutionally introduced into TiO2 do not stabilize anatase as it was observed in 

the case of Zr dopants. A high concentration of impurities equal to 6% makes 

anatase crystals less stable in the case of all studied dopants. One can conclude that 

the Ni dopant is too small to correctly substitute titanium in oxygen octahedra. It is 

manifested in a significant decrease in the c cell edge (in TiO2:NiZn c=9.64 Å, in 

TiO2 = 9.70 Å). The Ni can be added to the structure only in very low concentration 

because it makes big stress for the TiO2 structure. The high concentration of Ni in 

the anatase structure shows its destruction. It is in agreement with the work of 

Raguram and Rajni43 concluding that Ni substituting Ti atom has a strong impact 

on crystal structure decreasing its c edge almost without changing the c/a ratio. The 

Cu and Mn impurities give a crystal unit cell edge equal to 9.66 Å and 9.70 Å, 

respectively. The obtained data are in agreement with the ones presented by 

Nagavani and coworkers for the Ti0.925Cu0.075O2 structure44. The Mn impurities can 

be added to the a-TiO2 structure substitutionally without any significant stress. 

Also, the stability of the TiO2:Mn structure is better than the one of the TiO2:Cu 

and TiO2:Ni crystals but it is worst that the stability of the pristine anatase. It is in 

agreement with the work of Chauchan and Kumar45. They show that at 300◦C

concentrations of 3.5 and 10 mol% of Mn do not show any effect on the host 

structure. Additionally, they prove that at room temperature the TiO2 structure is in 

anatase polymorph but at 800◦C became completely rutile. Also, Ghasemi et al. 

show that higher concentrations of Mn (20 mol%) and calcination temperature of 

450◦C by 4 hours transfer anatase into rutile almost completely46.  

Analyzing the data presented in Table 6.2, one can see that the 

TiO2:Ni:v(O), TiO2:Cu:v(O), and TiO2:Mn:v(O) structures are more stable than the 

native structures without v(O). It allows us to conclude that the Ni, Cu, and Mn-

doped TiO2 structures really can exist only accompanied by v(O). The implemented 
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impurities give 2% changes in the bond length of the investigated crystals compared 

with the experiment. So it can be concluded that the obtained structures can be used 

to study electron parameters of the doped TiO2. 

Electron properties of the TiO2 doped by Cu, Ni, and Mn impurities were 

calculated using the same method as was presented for the pristine as well as v(O) 

and v(Ti) defective crystals. They were calculated following a simple path in the 

Brillouin zone depicted as -F-Q-Z-. Additionally, spin-polarized calculations 

with Fermi smearing were adopted. In this case, the following Hubbard parameters 

were used: UTi=9.25 eV24,38, UMn=7 eV47, UNi=6 eV48 , and UCu=7 eV49. For all 

atoms, the J parameter was equal to 1 eV. The calculated energy band structures 

are presented in Fig. 6.8. 
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Figure 6.8. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2 crystal 

doped substitutionally by Ni, Mn, and Cu ions (JM=1.00 eV, where M=Ti, Ni, Mn, Cu, UTi=9.25, 

UNi= 6.00 eV, UCu=UMn=7.00 eV) 

All studied dopants Ni, Mn, and Cu create two donor states in the bandgap, 

nearly 1 eV higher than the VBM. Additionally, they do not make any significant 

effect on the dispersion of Ti(d) states (unoccupied energy levels). Some changes, 

compared to the pristine TiO2, in energy dispersion are seen for occupied energy 

states in the Z point of the Brillouin zone. The Ni impurity changes the character of 

the semiconductor to be direct. Ni dopants affect the O(p) states giving the effective 

masses of holes equal to 20.9me in the Γ-F direction and 1.41me in the Γ-Z direction. 
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The effective masses of electrons in the Γ-F direction have the same value as it was 

calculated for pristine TiO2 but in the Γ-Z direction are equal to 4.10me.  

The TiO2:Mn is an indirect semiconductor as it is noticed for pristine 

anatase. Effective masses of electrons in Γ−F and Γ−Z directions are equal to 

0.58me and 5.00me, respectively. The effective masses of holes are equal to 3.81me 

and 1.82me in F and Γ direction, respectively. Compared with pristine anatase one 

can see that effective masses of charge carriers calculated for TiO2:Mn are bigger.  

Cu impurities significantly affect the O(p) states changing the nature of the 

VBM→CBM transition making it from Z to Γ point of BZ. Electron effective 

masses of the TiO2:Cu structure are equal to 0.60me and 5.62me in Γ−F and  Γ−Z 

directions, respectively. The hole effective masses from the Z to Q direction are 

equal to 9.83me and from Z to Γ direction they are equal to 2.71me. The charge 

carriers' mobility of the TiO2:Cu is expected to be the lowest of all investigated 

doped TiO2 structures.  

The energy band structures calculated for the substitutionally doped TiO2 

by Ni, Mn, and Cu accompanied by v(O) are presented in Fig. 6.9. The 

TiO2:Ni:v(O) structure demonstrates the nature of the indirect semiconductor in 

contrast to the TiO2:Ni material. The electron effective masses of TiO2:Ni:v(O) are 

equal to 0.62me and 16.33me in Γ−F and  Γ−Z directions, respectively. The effective 

masses of holes are equal to 1.82me in the Γ direction and 1.49me in the F direction. 

One can see that the v(O) decreases the mobility of the electrons but increases the 

mobility of holes compared to TiO2:Ni. The Ni(d) and O(p) states create acceptor 

energy levels located near the VBM. Additionally, the donor energy level created 

by the hybridization of the Ni(d), Ti(d), and O(p) is present in the bandgap located 

close to the CBM (see Fig. 6.9). It explains the strong red shift occurring in TiO2 

crystals doped by Ni2+ ions mainly attributed to the Ni2+ d electrons and sp-d 

exchange interaction50. Experimentally, the TiO2 doped by 5 mol% of Ni exhibits 

a band gap energy equal to 2.50 eV43. It is in agreement with data presented in Fig. 

6.9 where the Ni impurities are accompanied by v(O). One can see that the Ni 

dopants with v(O) decrease the band gap energy of the pristine TiO2. It allows us 

to conclude that the TiO2:Ni:v(O) could be a good candidate for photovoltaic 

applications. This statement can be given additionally to the fact that Ni impurities 

increase the porosity of the synthesized mesoporous TiO2
50 which is useful in 

photovoltaics. 
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The Mn impurities accompanied by the v(O) create two acceptor energy 

levels built by Mn(d) and O(p) states located close to the VBM (see Fig. 6.9). The 

TiO2:Mn:v(O) is the indirect semiconductor giving the longest electron excitation 

lifetime from all doped materials discussed in this work. Santra et al. 51 show that 

Mn2+ gives significant short-circuit current and open-circuit voltage benefiting from 

a long lifetime of excited electrons52.  The electron transition can occur from Mn(d)-

O(p) states in the Q point of BZ to Ti(d) in Γ point of BZ (black arrow). Here also 

the fundamental transition from the O(p) state in the F point of BZ to the Ti(d) states 

in Γ point of BZ is present. Booth transition gives a high electron excitation lifetime 

beneficial for photoanodes in DSSC.  
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Figure 6.9. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2 crystal 

doped substitutionally by Ni, Mn, and Cu ions accompanied by oxygen vacancies (JM=1.00 eV, 

where M=Ti, Ni, Mn, Cu, UTi=9.25, UNi= 6.00 eV, UMn= UCu= 7.00 eV) 

 

Electron effective masses in the TiO2:Mn:v(O) material are equal to 0.72me 

in the Γ−F direction, however, in the Γ−Z direction the respected value is huge. One 

can say that it is infinite taking into account the selected model of calculations. The 

hole effective masses calculated for the TiO2:Mn:v(O) are higher than the ones 

calculated for the other studied materials. Chauchan and Kumar45 detected 

experimentally a slight redshift in the optical absorption spectrum caused by 

decreasing energy bandgap of the Mn-doped TiO2 from 3.00 eV to 2.95 eV 
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compared with pristine TiO2. They explain this by the appearance of new energy 

levels created by Mn(d) electrons which is in agreement with the computationally 

obtained data.  

The Cu impurities accompanied by v(O) in TiO2 structure change the 

electron structure of the semiconductor to be direct with added very localized Cu(d) 

donor energy level close to CBM. It is a strong recombination center giving the 

possibility of a very fast direct transition from the conductional band to donor 

Cu(d). Electron effective masses calculated for the TiO2:Cu:v(O) structure are equal 

to 0.68me and infinite value in Γ-F and  Γ-Z direction, respectively. The effective 

masses of holes are equal to 5.00me in the Γ-F direction and 3.16me in the Γ-Z 

direction. These values are comparable with the ones obtained for the 

TiO2:Mn:v(O) structure. All data mentioned earlier gives the idea that Cu must be 

avoided as a dopant of TiO2 crystal for photoactivated devices. Similar results were 

published by  Navas et al.53 showing that doping of 0.767 % of Cu by mass makes 

a significant drop in Jsc compared with pristine TiO2. They showed that Cu in TiO2 

structure leads to a decrease in band gap energy exceeding 10%.   

 

6.1.3. Defective 221 TiO2 structure doped interstitially 

Ions such as Cu, Ni, and Mn were also introduced into the TiO2 structure 

interstitially. Unfortunately, the selected method of simulation does not give 

satisfactory results. Interstitially introduced dopants deform the crystal structure of 

the TiO2. They increase the a and b edges of the unit cells (see Table 6.2). The 

observed unit cell deformations create stress in the crystal structure causing its 

instability. One can also conclude that the impurities change drastically the unit 

cells' parameters making them incompatible with the pristine crystal structure.  

Results for the TiO2 structure doped by Ni in the interstitial position are not 

presented in Table 6.2, because the geometry optimization procedure performed for 

this structure did not converge maintaining the required parameters. One can 

conclude that the TiO2:Niin structure is unstable. Structures such as TiO2:Zrin and 

TiO2:Tiin are less stable than TiO2:Zr and the pristine TiO2. The TiO2:Cu in and 

TiO2:Mnin structures are more stable but calculated their energy band structures are 

unrealistic compared with experimental data. Mainly it is argued by the direct band 

gap observed for all structures.  
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Computational results obtained for the interstitially doped TiO2 in anatase 

form taking into account Cu, Ni, and Mn impurities give the idea to not describe 

them in detail here. It can be argued by the fact that these structures cannot be used 

for photovoltaic applications.  

 

The results presented in Chapters 6.1.1 – 6.1.3 are partially reported in the 

paper titled “Experimental and theoretical insight into DSSCs mechanism 

influenced by different doping metal ions” and published in Applied Surface 

Science. This work is authored by A. Bartkowiak, O. Korolevych, G. L. Chiarello, 

M. Makowska-Janusik, and M. Zalas54. Also, the results reported here are presented 

in the work prepared by A. Bartkowiak, O. Korolevych, G. L. Chiarello, M. 

Makowska-Janusik, and M. Zalas, titled "How Can the Introduction of Zr4+ Ions 

into TiO2 Nanomaterial Impact the DSSC Photoconversion Efficiency? A 

Comprehensive Theoretical and Experimental Consideration." published in 

Materials38. The experimental part of these works was performed at Adam 

Mickiewicz University, Poznan mainly by A. Barkowiak.  My contribution to the 

mentioned works was the realization of all quantum chemical calculations.  

 

6.1.4. The 221 TiO2 structure doped by nitrogen 

In comparison to data presented in Chapters 6.1.2 and 6.1.3, the a-TiO2 

crystal was also doped by N atoms. Contrary to the cation dopants such as Zr, Ni, 

Mn, and Cu, the N ions are anions. To simulate the geometry of the N-doped TiO2 

the Hubbard correction parameters were applied only for Ti atoms taking into 

account UTi=6 eV and JTi=1 eV. The N and O atoms were taken into consideration 

without any Hubbard parameters. The created structures for the mentioned 

calculations are presented in Fig. 6.10.  

Analyzing data presented in Table 6.2 one can see that the stability of the 

newly created N-doped TiO2 structures is the worst when the N atom is 

substitutionally introduced into the crystal replacing the Ti atom (see Fig. 6.10.a - 

TiO2:N). This structure is mostly unstable from all studied structures in this work. 

More structurally stable are crystals with N introduced interstitially (see Fig. 6.10.b 

- TiO2:Nin) and N doped interstitially accompanied by v(O) (see Fig. 6.10.c - 

TiO2:Nin:v(O) and see Fig. 6.10.d - TiO2:Nin:v(O) far). In the case of the TiO2:Nin 

structure, it is seen that the N atom moves into a position of oxygen trying to submit 
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it. The same results were described by Harb et al.55. One can conclude that better 

structural stability reflects in unchanged unit cell edges compared with pristine TiO2 

crystal structure. The existence of the TiO2:Nin:v(O) structures was proved by 

analyzing the rf-sputtering results of TiO2 film deposition 56,57. The obtained results 

show that the N atom completely substitutes near located v(O). Based on all 

information mentioned earlier, one can make the suggestion, that the TiO2:NO 

configuration shows the highest possibility to exist in real structures58.  

 

a) b) c)  

d) e)  
Figure 6.10. Optimized unit calls of the 221 TiO2 crystal doped by N atoms: a) 

substitutionally TiO2:N; b) interstitially TiO2:Nin; c) interstitially with oxygen vacancy 

TiO2:Nin:v(O); d) interstitially with oxygen vacancy located far from N atom TiO2:Nin:v(O) far; e) 

N substitute O atom TiO2:No. Blue atoms - Ti, red atoms - O, and grey atoms - N 

 

Calculating electron parameters of the structures presented in Fig. 6.10 the 

Hubbard correction parameters were used as follows: UTi=9.25 eV and JTi=1 eV. 

The N(p) electrons were considered without Hubbard corrections as well as with 

UN=6 eV and JN=1 eV and also  UN=9.25 eV and JN=1 eV parameters. Calculated 

energy band structures using various Hubbard parameters are presented in Fig. 6.11. 

The TiO2:Nin structure is an indirect semiconductor. Changing the Hubbard 

parameters the two acceptor energy levels are added close to the VBM. These 

energy levels are mostly created by the O(p)-N(p) state with small hybridization of 

the Ti(d). The higher laying acceptor state is significantly localized. The lower 
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acceptor energy level is going to be closer to the VBM increasing the Hubbard 

parameter from UN=0 eV up to UN=9.25 eV. 
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Figure 6.11. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2 

crystal doped interstitially by N atom with different Hubbard correction parameters for N atom and 

UTi=9.25 eV, JTi=1.00 eV  

 

It is controversial, which of the proposed Hubbard parameters is the best for 

an appropriate description of the electron properties of the TiO2:Nin structure. Based 

on experiment data, one can observe that nitrogen in a-TiO2 made a small shift in 

UV-vis absorption spectra (see Fg. 6.12). It should be the consequence of the 

narrowing of the energy bandgap by adding the additional dopant energy states. It 

allows us to conclude that the appropriate will be to use UN=9.25 eV and JN=1.00 

eV because these parameters give a hybrid O(p)-N(p) state located close to the 

valence band (see Fig. 6.11). In consequence was decided to calculate the electron 

properties of the other N-doped TiO2 structures applying for N(p) electrons the 

Hubbard correction parameters equal to UN=9.25 eV, JN=1.00 eV. 

In Fig. 6.13 the energy band structures for TiO2:Nin:v(O) and TiO2:Nin:v(O) 

far are presented. In both cases, the strongly localized energy trap levels created by 

oxygen vacancies located close to CBM are seen. These donor energy levels can 

cause the recombination of charge carriers. In these structures, the N impurities 

create two acceptor states located close to VBM as is seen for the TiO2:Nin 
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structures (see Fig. 6.11). One can conclude that the donor states created by v(O) in 

the TiO2:Nin:v(O) or in TiO2:Nin:v(O) far can create the shoulder observed in the 

UV-vis spectrum located at a longer wavelength side. Additionally, should be 

mentioned that the conductivity of the TiO2:Nin:v(O) and TiO2:Nin:v(O) far 

structures will be very limited due to low energy dispersion of the donor and 

acceptor states.   
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Figure 6.12. UV-vis absorption spectra of TiO2 (P25) and N-TiO2 calcined at 400∘C for 3h 

measured experimentally58 
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Figure 6.13. Energy band structure calculated by DFT/PBE+U method for the 221 TiO2 

crystal doped interstitially by N accompanied by oxygen vacancies located close and far from N 

atom (UTi= UN =9.25 eV, JTi=JN=1.00 eV) 
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In Fig. 6.14 the energy band structure and electron density of states 

calculated for TiO2:NO is presented. In this case, an additional dopant energy level 

is created. This acceptor hybrid N(p)-O(p) energy state is located at a distance of 

0.80 eV from the VBM. The obtained results can explain the redshift of the electron 

absorption spectra of N-doped TiO2 compared with the pristine anatase observed in 

the experimental UV-vis spectrum (see Fig. 6.12)58. It can also prove the above-

discussed statement that the N atom implemented into the TiO2 structure 

interstitially tends to be located in the place of oxygen. Effective masses of electrons 

calculated for TiO2:NO are equal to 0.50me and 3.48me in Γ−F and  Γ−Z direction, 

respectively. The effective masses of holes are 2.64me and 1.84me in the Γ and the 

F direction, respectively. It is worth noticing that the effective electron mass in the 

Γ−F is the lowest one of all calculated structures. It means that the mobility of 

electrons in the TiO2:NO across the mentioned direction will be the highest.  
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Figure 6.14. Energy band structure and electron DOS calculated by DFT/PBE+U method for the 

221 TiO2 crystal doped substitutionally by N replacing O atom (UTi= UN =9.25 eV, 

JTi=JN=1.00 eV) 

 

Although were made attempts to calculate the position of the VBM and 

CBM of the calculated a-TiO2-based structures concerning the vacuum and normal 

electrode (NSE). First of all the calculated data obtained for a-TiO2 crystal were 

rescaled to experimental results59. Then the data obtained for all studied structures 



Chapter 6 

STRUCTURAL AND ELECTRONIC PROPERTIES OF TiO2-BASED MATERIALS 

111 

were rescaled using the same factor. The final results are presented in Fig. 6.15. 

One can see that the TiO2:Ni:v(O), TiO2:Mn:v(O), and TiO2:Cu:v(O) show a shift 

of CBM lowering it at ~0.25 eV compared with the pristine TiO2. Additionally, for 

the TiO2:Mn:v(O) narrowing of the energy bandgap is seen. These materials can be 

good candidates for DSSC applications. As was mentioned above the TiO2:NiO has 

a high mobility of electrons and a reduction of energy bandgap is seen but the CBM 

and VBM shift insignificantly compare with pristine TiO2. 
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Figure 6.15. Valence band maximum (VBM) and conduction band minimum (CBM) for 

structures based on a‐TiO2 crystals structure modified by dopants and vacancies calculated by 

DFT/PBE+U method normalized by scaling factor concerning pristine anatase crystal  

6.2. Structural and electron properties of thin films based on TiO2 

structures 

In DSSC devices the surface of the semiconductor plays a very important 

role. In this case, the surface of the modified a-TiO2 will be investigated according 

to its structural stability and electron properties. All simulations were performed 

using the VASP program package. In all calculations, the Hubbard correction 

parameters were taken into consideration keeping their values as it was specified 

for bulk structures. 

The energetically most stable surface of the a-TiO2 crystal with energy 0.43 

J m-2 is the one with indexes (101)60. The other crystallographic surfaces have the 
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energies as follows: (010) 0.53 J m-2, (001) 0.90 J m-2, (110) 1.09 J m-2, and (111) 

1.61 J m-2 61. In the presented work thin films of a-TiO2 were built cutting the crystal 

by mentioned above crystallographic planes. These structures were based on the 

221 supercell of a-TiO2 bulk material. In consequence, the super cells were 

built by adding two times the c-unit cell edge of a-TiO2 bulk material as a vacuum 

space (see Fig. 6.16). In the presented thin films 16 units of the TiO2 were taken 

into consideration. 

a) b) c) 

d) e) f) g) 

Figure 6.16. Structure of the a-TiO2 thin films cut with a crystallographic plane: a) (101), b) (010), 

c) (001), d) (110), and e) (111) based on 221 super cell and cut with a crystallographic plane:

f) (101), and g) (110) based on 111 unit cell (Ti - blue atoms, O - red atoms)

In our simulation were made attempts to create this film based on the (101) 

anatase surface (see Fig. 6.16a) but created atomic structure was straggling in the 

relaxation procedure according to the significant number of dangling bonds. In 

consequence, its geometry optimization procedure was not finished successfully 

giving the stable atom configuration. The same situation was noticed for the (001) 

surface (see Fig. 6.16b). Also, the structure based on (001) crystallographic surface 

is not a good example for quantum chemical calculations (see Fig. 6.16c) according 

to the homo-atom arrangement on the surface. In consequence, the top surface of 

the thin layer is made of Ti atoms and the bottom surface of O atoms, which gives 

a large dipole moment of the structure and drastically affects its electron properties. 
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The same problem with an unrealistic dipole moment was noticed for the (111) 

surface (see Fig 6.16e). The appropriate structural model of the a-TiO2 thin film 

was obtained taking into consideration the (110) surface (see Fig. 6.16d). In 

consequence, was decided that all simulations described in the next stages of the 

presented work will be carried out for thin-layer structures cut with the 

crystallographic plane (110). These structures will be called in the text “thin films 

(2)”. Additionally should be noticed that the experimental existence of this kind of 

surface of the TiO2 thin layers was reported in the literature62,63.   

 Simulation trials of thin films show other critical issues compared with 

calculations done for bulk materials. Full structural relaxation performed for thin 

films shows a strong tendency to decrease vacuum space in the created super cell. 

To prevent this situation one can proceed in two different ways. First of all the unit 

cell edges can be frozen (a,b,c=const). The other possibility is to freeze the volume 

of the super (Vcell=const) but super cell edges can change. In both cases, ions in 

super cell can move. The electron parameters of both structures were calculated. In 

both cases, the increase of the band gap energy compared with bulk TiO2 is 

observed proving the quantum size confinement effect occurring with size 

limitation. For the structure relaxed with frozen cell edges the calculated band gap 

energy is equal to 3.62 eV. When the Vcell is constant the band gap energy is equal 

to 3.57 eV. One can conclude that both methods give very similar results. 

According to the time of simulations was decided to focus on cell edges frozen 

simulations (a,b,c=const).  

To increase the thickness of the simulated thin films their super cells were 

created based on the unit cell of a-TiO2 multiplying the thickness of the film by 4 

compared with previously described layered structures. In this case, as previously, 

16 units of the TiO2 were used. These films named “thick” (see Fig. 6.16f and 

6.16g) were used to study the electron properties of layered TiO2 materials. These 

structures will be called in the text “thick films (4)”. 

The geometry optimization procedures for thin (2) and thick (4) a-TiO2 

films with frozen super cell edges were performed. The stoichiometric TiO2 

structures as well as structures with defects and impurities were considered. Their 

total energies per atom are collected in Table 6.4. One can see that thin layers (2) 

are less stable than thick films (4). The structural stability of pristine anatase 

significantly decreases after transformation between bulk and films changing the 
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total energy from -8.73 eV (see Table 6.2) to -8.56 eV in the case of TiO2 thick film 

(4) and to -8.41 eV in the case of the TiO2 thin film (2) (see Table 6.4).

Table 6.4. Total energy per atom for thin (2) and thick (4) films of TiO2 obtained by geometry 

optimization procedure using DFT/PBE method  

Films with (110) surface 
Total energy/atom 

(eV) 

TiO2 (4) -8.56

TiO2:v(O) (4) -8.52

TiO2:Zr (4) -8.60

TiO2:Zr:v(O) (4) -8.56

TiO2:NO (4) -8.51

TiO2:Ni (4) -8.31

TiO2:+Ni (4) -8.37

TiO2 (2) -8.41

TiO2:Zr (2) -8.47

TiO2:Ni (2) -8.16

TiO2:NO (2) -8.32

Although were made attempts to calculate dopants’ influence on structural 

and electron properties of TiO2 films. The constructed structures are presented in 

Fig. 6.17. The Zr shows a significant stabilization of the TiO2 structure. Also, the 

Zr impurities accompanied by v(O) stabilize the anatase films. These structures are 

more stable than the TiO2:v(O) films. The stability of the anatase film with oxygen 

substituted by nitrogen (TiO2:NO) is lower than the stability of the Zr-doped 

structures but the difference is not significant.  It means that the TiO2:NO structure 

can exist. The Ni doper film of a-TiO2 shows the same character as it was observed 

for bulk materials. The TiO2:Ni film shows strong structural degradation. The 

obtained results are similar to the ones obtained by Yuan et al.64. Calculations to 

optimize the geometry of the TiO2:Ni (4) structure with the Ni ion implemented 

into anatase structure substitutionally (see Fig.6.17e) and adsorbed at the surface of 

the TiO2 (see TiO2:+Ni structure in Fig. 6.17f) were performed. A similar structure 

was calculated by Billo et al.65 for titanium nanoclusters. The constructed TiO2:Ni 

and TiO2:+Ni structures have worst stability than other investigated TiO2 films (4). 

One can see that adsorption of the Ni at the surface of the TiO2 is more probable 

than the interstitial substitution presented in the TiO2:Ni.  

Analyzing data obtained for the TiO2 (2) films one can conclude that they are 

too thin. As was mentioned above they are less stable than the films (4).  Adding 

the dopants into these structures deforms them so much that they are going to be 
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unstable and the calculations cannot be performed. The obtained structures are 

presented in Fig. 6.18.  

 

a) b) c)  

d)  e) f)  

Figure 6.17 Structure of the TiO2 (4) films defected by dopants: a) TiO2:Zr (Zr - green atom), b) 

TiO2:Zr:v(O), c) TiO2:v(O), d) TiO2:NO (N - light blue atom), e) TiO2:Ni (Ni - grey atom), and f) 

TiO2:+Ni (Ti-blue atoms and O—red atoms) 

 

a)  b)  c)  

Figure 6.18. Structure of the TiO2 (2) films defected by a) the Zr atom (TiO2:Zr, Zr - green atom), 

b) the Ni atoms (TiO2:Ni, Ni - grey atom), and c) TiO2:Nio films (N - light blue atom),  (Ti-blue 

atoms, O – red atoms) 
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 Electron properties of the selected films of TiO2 were calculated by 

following a simple path in the Brillouin zone depicted as -F-Q-Z-. It is the same 

path as was used for the 221 super cell of bulk material. The calculations were 

performed applying the DFT/PBE method augmented by Hubbard corrections 

using the same parameters as were applied for bulk TiO2. The energy band 

structures calculated for the TiO2 (2) and TiO2 (4) thin films compared with the 

energy band structure calculated for 221 super cell are presented in Fig. 6.19. 

One can see that going from bulk to thin film the size quantum confinement effect 

is observed. The band gap energy calculated for bulk TiO2 is equal to 3.18 eV. For 

the thick TiO2 (4) film, the energy bandgap is equal to 3.24 eV, but for the thin TiO2 

(2) film the energy bandgap is equal to 3.62 eV. The VBM-CBM transition for both

films is direct contrary to bulk TiO2 for which the transition is indirect. 
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Figure 6.19. Energy band structures calculated by the DFT/PBE+U method for bulk TiO2 crystal 

(221 super cell of TiO2), for the thick film of TiO2, described in the text as (4) and for the thin 

film of TiO2, described in the text as (2) (Ti - blue atoms, O - red atoms), in all configurations the 

same Hubbard parameters were used (UTi=9.25 eV and JTi=1 eV) 

Analyzing Fig. 6.19 one can see that the effective mass for holes and 

electrons in Γ−Z direction increase to infinity value. Above was mentioned that the 

effective mass of electrons of the bulk pristine TiO2 in the Γ−F direction is equal to 

0.52me  and the effective mass of holes in the direction of Γ is equal to 1.72me. 
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Meanwhile for the thick film (4) the effective masses of electrons along the Γ−F 

direction slightly increase to 0.76me, and also the effective masses of holes increase 

to 2.04me. In the case of thin film (2) the effective mass of electrons increases to 

1.08me, but the effective mass of holes decreases up to the value of 1.83me. 

As was described by Zhang et al.,8 the introduction of v(O) into the surface 

of TiO2 results in the shift of the Fermi level toward the conduction-band minimum 

and generates a defect state within the bandgap of the perfect (110) surface. This 

state is located at ~2.3 eV higher than the valence band. Exact the same results are 

given in our simulation performed for the TiO2:Zr:v(O) and TiO2:v(O) layered 

structures (see Fig. 6.20). 
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Figure 6.20. Energy band structures calculated by DFT/PBE+U method for the thick film of TiO2 

(4) doped by Zr ions (TiO2:Zr), doped by Zr ions and accompanied by v(O) (TiO2:Zr:v(O)), and

pristine TiO2 structure defected by v(O) (TiO2:v(O)). In all configurations were used the same

Hubbard parameters (UTi=UZr=9.25 eV and JTi= JZr=1 eV) 

In Fig. 6.20 the energy band structures calculated for the TiO2:Zr, 

TiO2:Zr:v(O), and TiO2:v(O) thick (4) layers are presented. As was shown for the 

bulk TiO2:Zr structure also for films the Zr ions do not change their electron 

structure. The calculated effective mass of charge carriers although shows only 

slight changing between the pristine TiO2 film and defective layers. The effective 

masses of electrons in the Γ−F direction are equal to 0.77me for the TiO2:Zr film, 

0.87me for the TiO2:Zr:v(O) film, and 0.86 me for the TiO2:v(O) film. These values 
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are higher than those values obtained for the TiO2 (4) film. The effective masses of 

holes are equal to 1.88me, 1.99me, and 2.22me for TiO2:Zr, TiO2:Zr:v(O), and 

TiO2:v(O), respectively. The Zr impurities decrease the effective masses of holes 

and v(O) increases them compared with pristine TiO2 film structure.  

Nitrogen substituting oxygen in TiO2:NO decreases the energy band gap 

creating a dopant energy state near the valence band (see Fig. 6.21). Nitrogen in 

thin films made the same effect as it was noticed in bulk material. In the Γ−F 

direction electron's effective mass has the lowest value from all calculated films 

(0.73me). Also, the effective masses of holes are the lowest (1.20me). The TiO2:Ni 

film structure has an indirect semiconducting character giving a fundamental 

transition from Ni(d) to O(p) states. These states are strongly localized making it 

impossible to calculate the effective mass for the hole. Meanwhile, Ti(d) states do 

not take any significant changes in the direction Γ−F, with electron effective mass 

equal to 0.78me.  The film with adsorbed Ni at the TiO2 surface (TiO2:+Ni) gives 

few acceptor energy levels in the forbidden bandgap region. The effective masses 

of holes are going to be similar to the pristine anatase (2.05 me) in the Γ−F direction, 

and the effective mass of electrons is equal to 0.84me.  
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Figure 6.21. Energy band structures calculated by DFT/PBE+U method for the TiO2:NO film (4), 

the TiO2:Ni film (4), and the TiO2:+Ni film (4). In all configurations were used the same Hubbard 

parameters (UTi= 9.25 eV, UNi= 6.00 eV, UN=  9.25 eV, JTi= JNi= JN=1 eV) 
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Although were simulated electron properties of thin films of TiO2 (2) (see 

Fig. 6.22). As was suggested from geometry optimization procedure performance 

the TiO2 (2) are too thin to reasonably calculate their electron parameters following 

the addition of impurities. The dopants make a significant effect on the electron 

parameters of the host structure.  The Zr dopant stabilizes the structure but it makes 

a significant increase in the band gap energy of the TiO2:Zr (2) up to 4.24 eV. 

Simultaneously an effective mass of electrons in the Γ−F direction increases 

significantly up to 1.69me, and the effective mass of holes in the same direction has 

infinite value. Also in the case of TiO2:Ni (2) and TiO2:NO (2) their energy states 

are going to be completely flat. It meant that the charge carriers' mobility in these 

structures is very low.   
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Figure 6.22. Energy band structures calculated by the DFT/PBE+U method for thin films (2) of 

TiO2:Zr, TiO2:Ni, and TiO2:NO structures. In all configurations were used the same Hubbard 

parameters (UTi=UZr= 9.25 eV, UNi= 6.00 eV, UN=  9.25 eV, JTi= JZr=JNi= JN=1 eV). 

Calculation of the electron properties of other impurities in TiO2 (2) film 

was impossible according to the instability of the built atom system. The observed 

instability is probably because of the small thickness of the layers. Each change in 

their structure makes a strong effect on obtained electron properties. 
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6.3. Structural and electron parameters of clusters based on TiO2 

structures 

The mesoporous structures of the TiO2 used for the DSSC application can 

be modeled as the 0D nanostructural clusters. Compared to the thin films (2D 

materials) described in Chapter 6.2 clusters are all-dimensional size limited 

materials. In this Chapter, the nanostructures based on the pristine and modified a-

TiO2 will be investigated and their electron properties will be compared to the 

experimentally investigated TiO2-based anodes. The electron properties of 

nanoparticles are dominated by their high surface-to-volume ratio. Since most 

photoelectrochemical reactions mediated by TiO2 are initiated by the surface 

adsorption of a chemical species. The high surface exposure ensures an overall high 

density of reactive centers. This feature is specifically exploited in DSSCs.  

The clusters constructed for the purposes of this work are based on the a-

TiO2 structure and they are created by the spatial limitation of the thick TiO2 (4) 

layer described in Chapter 6.2. Sakai and coworkers show that the TiO2 clusters 

with defined (110) and (101) surfaces exist and their energy bandgaps are higher 

that these values measured for the bulk materials66. In the work of Makowska-

Janusik et al.67 is reported that the TiO2 cluster in diameter less than 1 nm should 

be saturated at the surface to reduce the number of its dangling bonds. In the 

mentioned work saturation by different combinations of atoms was proposed and 

explained. According to the fact that the clusters modeled in the presented work are 

close to 1 nm, hydrogen saturation was chosen. 

Figure 6.23. Top and lateral view of the (TiO2)28, (TiO2)28H9, and (TiO2)28H15 clusters (from left to 

right, respectively) (Ti - green atoms, O - red atoms, and H – grey atoms) 
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Figure 6.24. The UV-vis absorption spectra calculated by TD/PM6 for (TiO2)28, (TiO2)28H9, and 

(TiO2)28H15 clusters presented in Fig. 6.23 

First of all, three clusters based on (TiO2)28 anatase units were built. These 

clusters are presented in Fig. 6.23.  They differ one from the other by a different 

number of saturating atoms. The electron properties of these clusters were 

calculated without their geometry relaxation. In this case, the TD/PM668  

semiempirical method implemented in Gaussian 16 package was used69,70. The 

selection of the semi-empirical calculation method is aimed at shortening the 

calculation time as well as facilitating the calculation of electron properties of 

hybrid materials based on TiO2 clusters described in Chapter 8. In this case, also 

the TD/PM7 method71 was tested. Unfortunately, the PM7 method does not give 

good results for TiO2 structures according to the incorrect parametrization of heavy 

atoms. The calculations were performed in the restricted Hartree-Fock method 

(RHF). The SCF convergence criterion was equal to 10-12 Hartree. The UV-vis 

absorption spectra constructed for these clusters are presented in Fig. 6.24. Without 

saturating hydrogens the obtained spectra do not agree with experimental results.  

Electron properties are significantly affected by the presence of dangling bonds on 

the cluster surface. In this case, a significant peak at 775 nm is seen. This peak is 

not observed in the experiment. When 9 hydrogens are added to the (TiO2)28H9 

surface the mentioned peak moves into the blue region of the spectrum but it is still 
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visible. It means that the used amount of hydrogen is not enough. When the 15 

hydrogen atoms were added to the surface of the (TiO2)28H15 cluster the UV-vis 

spectra are going to be similar to the ones measured experimentally. In the case of 

the (TiO2)28H9 cluster, the hydrogens were bonded only to oxygen atoms but in the 

case of the (TiO2)28H15 cluster, the hydrogens are also bonded to the titanium atoms.   

Also, the TiO2 clusters with different sizes were constructed to investigate 

the size influence on the optical properties of clusters. These clusters were saturated 

by hydrogen to eliminate all dangling bonds present at the surface. The idea of these 

cluster construction was the same as presented earlier. The created clusters 

(TiO2)28H15, (TiO2)35H13, (TiO2)42H12, and (TiO2)51H26 are presented in Fig. 6.25. 

These clusters have the radius equal to 7, 8, 9, and 10 Å, respectively.  

 

 

Figure 6.25. Top and lateral view of the  (TiO2)28H15, (TiO2)35H13, (TiO2)42H12, and (TiO2)51H26 

clusters (from left to right, respectively) (Ti - green atoms, O - red atom, and H – grey atoms) 

 

According to the long time of calculations and memory space consumption, 

the cluster (TiO2)51H26 was too big to calculate its property by the TD/PM6 method 

and it was impossible to get the correct data. For the smaller clusters, the UV-vis 

absorption spectra were calculated (see Fig. 6.26). These spectra are constructed 

via 450 – 850 calculated excited states. One can see that bigger clusters better 

reproduce the optical properties of the  TiO2 nanostructures. The long wavelength 

located peaks observed in the UV-vis spectra are unrealistic for the TiO2 structures 

according to their band gap energy value that should be higher than 3 eV. The nature 

of the UV-vis absorption peaks was studied by focusing on the electron ground-to-

excited state transition and the obtained data are collected in Table 6.5. 
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Figure 6.26. UV-vis absorption spectra calculated by TD/PM6 for (TiO2)28H15, (TiO2)35H13, and 

(TiO2)42H12 clusters presented in Fig. 6.25   

For the cluster (TiO2)28H15 the ground-to-excited state transition with the 

highest oscillator strength (0.026) is observed at 563 nm. This transition is caused 

by the electrons located at the surface of the cluster (see Table 6.5 focusing on the 

ground and excited state orbital representation).  The molecular orbitals taking part 

in electron transition at 563 nm are mainly located at the oxygen and titanium atoms 

possessing dangling bonds and they have hybrid O-Ti nature. The transition present 

at 296 nm is caused by electron transition from O(p) states to Ti(d) states. This is 

typical electron excitation from VBM to CBM observed for semiconducting oxides. 

The same character possesses peaks located at  312 nm for (TiO2)35H13 and 360 nm 

for (TiO2)42H12. They reproduce the nature of the bulk a-TiO2. The peaks located at 

441 nm for (TiO2)35H13 and 553 nm for (TiO2)42H12 are the consequence of the 

presence of surface dangling bonds. Analyzing data presented in Fig. 6.26 and 

Table 6.5 one may see that the (TiO2)35H13 cluster reproduces best the UV-vis 

absorption spectra obtained experimentally. Unfortunately, this cluster with 

adsorbed dyes can be too big to calculate the optical properties of hybrids. This 

problem will be discussed in Chapter 8. 
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Table 6.5. Electron properties of the clusters (TiO2)28H15, (TiO2)35H13, and (TiO2)42H12 calculated 

by TD/PM6 method (Ti - green atoms, O - red atoms, H - light grey atoms) 

TD/PM6 

max (nm),

(oscillator 

strength) 

Ground state Excited state 

(T
iO

2
) 2

8
H

1
5
 

563 (0.026) 

296 (0.016) 

(T
iO

2
) 3

5
H

1
3
 

441 (0.015) 

312 (0.019) 

(T
iO

2
) 4

2
H

1
2

553 (0.005) 

360(0.005) 

One can conclude that the clusters (TiO2)28H15 and (TiO2)35H13 can be 

treated as the model to study the electron and optical properties of nanostructured 

TiO2. The small intensity peaks located at a wavelength longer than 400 nm are 
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coming from surface atoms whose influence in real nanostructures will be not so 

important due to the ratio of the number of surface to volume atoms, which is 

experimentally not so significant compared to the introduced model. In the 

implemented model these peaks can be omitted discussing the optical properties of 

nanostructures.  

6.4. Synthesis and experimental investigations of selected TiO2-

based structures  

As part of my stage at the Department of Physics, Faculty of Science and 

Technology at Le Mans University (France) I have synthesized and investigated 

structural and optical properties of selected TiO2-based nanostructures to compare 

the obtained results with computationally obtained data discussed previously. The 

selected materials were synthesized with the same amount of impurities as it was 

studied computationally. The experimental results serve as a correctness test of 

implemented computational methods. All experimental investigations were 

performed by me in the Institute of Molecules and Materials headed by Professor 

Kassiba.  

The TiO2 films were prepared by rf-sputtering using a titanium dioxide 

target. In consequence, 4 different samples were prepared: pristine TiO2 and TiO2

doped by 6.25 mol% of Zr, Mn, and Ni using the ZrO2 MnO2 and NiO oxides. The 

[Rhodoviol CAS. 9002-89-5] was used as a blender with an amount of 7-10 drops 

per gram. Targets were pressed by 8 tones and then were annealed in two steps 

process. Firstly, they were heated up to 400℃ for 4 hours for blender burning, and 

then they were annealed at 1000℃ for 10 hours. The obtained targets have a 

diameter of 3.5 cm and a thickness of 5 mm. Then they were used as sputtering 

targets. Pure argon flow 96 sccm was used as sputtering and reactive gas. In the 

case of the N-doped sample argon and nitrogen gas mixture 82.6 and 8.2 sccm, 

respectively, was used. Depositions were carried out at room temperature with a 

time equal to 150 min. The pressure in the deposition chamber was 510-6 mbar. 

The Si plates and Borofloat 33 glass with a surface size of 2020 mm were used 

as substrates for deposition. Before deposition, the substrates were had ultrasonic 

bath for 15 min in ethanol and then cleaned with compressed air. The thickness of 

films deposited on Si was equal to 360 nm in the case of pristine TiO2, 250 nm in 
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the case of TiO2:Zr, 430 nm - TiO2:Ni, 384 nm - TiO2:Mn, and 180 nm for TiO2:N. 

All XRD scans were recorded in the conventional 2θ° configurations between 20° 

and 65° with the step of 0.01°. Crystallization of the films with pure TiO2 deposited 

on Si was investigated versus temperatures (Fig. 6.27). Was found that up to 300℃ 

the TiO2 films left amorphous. At 400℃ the TiO2 structure crystallizes in anatase 

polymorph. The peaks typical for the anatase form of TiO2 became visual: 25.23° 

(101), 37° (004), and 52° (JCPDS card no. 21-1272)72. The strong peak at 29° 

belongs to the (111) of Si substrate material 73,74,75. In the spectra presented in Fig. 

6.27, an undefined peak at 33o is observed. According to the analyses performed 

for rutile (JCPDS card no. 21-1276) and brookite (JCPDS card no. 29-1360) one 

can conclude that the TiO2 polymorph does not show the mentioned XRD peak.  
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Figure 6.27. XRD spectra measured for the TiO2 thin film deposited on the Si plate versus 

temperatures 

 

The XRD spectra measured for TiO2 doped by cations as Zr, Ni, and Mn are 

presented in Fig. 6.28. The films with Zr show a few times higher anatase peaks 

(101) 25.16° than is observed for pure TiO2. Comparing spectra presented in Fig. 

6.28b with the ones collected for t-ZrO2 (JCPDS card no. 17-0923) any peaks 

significant for t-ZrO2 structure are not seen while leaving all the peaks characteristic 
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of TiO2 anatase polymorph. Based on the obtained results one can suggest that Zr 

in the anatase structure prevents the titanium dioxide phase transformation, and 

make the anatase polymorph more privileged.  

20 25 30 35 40 45 50 55 60 65

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

20 25 30 35 40 45 50 55 60 65

0

100

200

300

400

500

Si* 500o C TiO2 on Si

550o C

600o C

a

A*

A*

A*

In
te

n
si

ty
 (

a
.u

.)

Si*b

2 (degree)

500o C TiO2:Zr on Si

550o C

600o C

20 25 30 35 40 45 50 55 60 65

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

0

100

200

300

400

500

20 25 30 35 40 45 50 55 60 65

0

100

200

300

400

500

c Si*  TiO2:Mn on Si

550o C

500o C

600o C

500o C TiO2:Ni on SiSi*d

550o C

600o C

In
te

n
si

ty
 (

a
.u

.)

2 (degree)

A*

Figure 6.28. XRD spectra measured for the thin film based on TiO2 deposited on the Si plate: (a) 

pristine TiO2, (b) TiO2:Zr, (c) TiO2:Mn, and (d) TiO2:Ni annealed at temperatures 400℃-600℃ 
with step 50℃  

The Mn and Ni dopants do not increase the stability of the TiO2 (see Fig. 

6.28c, 6.28d). The XRD spectra, up to 600℃, do not show any significant signs of 

TiO2 crystallization. One can conclude that these dopants left the films amorphous. 

Although the deposition of TiO2Ni on Borofloat 33 glass shows not good structural 

stability. Comparing results obtained for the samples on Si and Borofloat 33 glass, 

one can observe that the pure TiO2 and TiO2:Zr crystalize in anatase form although 

on glass. 

The presence of the v(O) is typical for the AB2 crystals. Adding the nitrogen 

into the chamber during synthesis become possible to substitute v(O) by 

impurity56,57. The addition of N2 in such a ratio of 1:10 in Argon flow decries the 

final thickness of the TiO2 almost twice compared with pure Argon flow. The XRD 

profile shows a very high amorphism of the TiO2:N films (see Fig. 6.29). Only at 

500℃ the synthesized structures crystalizes but with a high level of distortion from 
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the anatase elementary unit cell. One can conclude that the N impurities introduced 

substitutionally destroyed the TiO2 lattice structure of the films. Comparing 

Fig.6.29.b  with TiO2 anatase (JCPDS card no. 21-1272), and TiO2 brookite (JCPDS 

card no. 29-1360) shows us that’s the structure of the film probably closer to the 

deformed anatase, based on the general structure and position of peaks (101) 25.03° 

and (004) near 37°. 
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Figure 6.29. XRD spectra measured for thin films deposited on a Si plate for pure TiO2 (a) and 

with TiO2:N (b) annealed at temperatures 400℃-600℃ with step 50℃  

 

The Raman spectra were measured for TiO2 and TiO2:Zr films deposited on 

the Si plate and Borofloat glass (see Fig. 6.30). The Raman spectra measured on the 

Si plate show a main strong band at 520 cm−1 and less intensive peaks at 301 cm−1 

belonging to the Si substrate 76,77,78,. In literature, the anatase films are characterized 

by 6 well know active mods: a strong signal peak at 144 cm-1 followed by low-

intensity peaks located at 197, 399, 513, 519, and 641 cm-1 79. The main peak 

observed for TiO2 film deposited on Si substrate (see Fig. 6.30a),  located at 143 

cm-1 is referenced to anatase structure. The peak at 197 cm-1 is not seen. The peaks 

at 513 and 519 cm-1 cannot be analyzed because of overlapping with Si's 

corresponding peak at 520 cm−1. The TiO2 deposited on Borofloat 33 (see Fig. 
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6.30b) shows the main peak at 146 cm-1 and the others located at 400, 518, and 639 

cm-1.  

Analyzing the Raman spectra obtained for TiO2:Zr structures one can 

conclude that the Zr atoms are dispersed in the crystal structure. Any evidence mark 

of the t-ZrO2 presence is not seen80
.  The TiO2:Zr increases the stability of the 

anatase form (see Fig. 6.30b). In this case, of films deposited on glass, a strong 

positive impact is seen. The peak located at 139 cm-1 is significantly higher 

compared to pristine TiO2.  
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Figure 6.30. Normalized Raman spectra for measured for thin films of the TiO2 (black line) and 

the TiO2:Zr (red line) deposited on silicon plates a) and on Borofloat 33 b)  

 
The Mn and Ni-doped TiO2 structure shows low structural stability. The 

Raman spectra measured for TiO2:Mn and TiO2:Ni films show mostly their 

amorphous structure with clear substrate peaks belonging to the Si plate. These 

spectra as uninteresting were not selected for graphical representation. The N-doped 

films were annealed at a temperature of 450℃ before Raman measurements, but it 

turned out that this process did not crystallize the sample. In consequence, the 

obtained Raman spectra do not show any crystallinity of the TiO2:N films.  

The transmission spectra in the optical wave range were measured for films 

deposited on Borofloat 33 glass (Fig. 6.31a). These spectra were transformed into 

the UV-vis absorption spectra (Fig. 6.31b) in the case to calculate the optical energy 

bandgap. The optical band gap was calculated by Tauc’s extrapolation method for 

the indirect electron transitions.  

The optical gap and the general structure of absorption spectra in the case 

of pristine TiO2 and TiO2:Zr are very similar to each other with the Eg=3.26 eV and 

Eg=3.27 eV, respectively. The optical energy band gap measured for TiO2:Mn is 
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equal to 3.30 eV. The UV-vis absorption spectrum measured for TiO2:Mn exhibits 

a small shoulder giving the optical energy gap associated with energy states of 

dopants equal to 3.06 eV. The sample with deposited TiO2:Ni was inhomogeneous 

and very thin. In this case, the obtained optical gap can be the value measured for a 

glass substrate equal to 3.42 eV. The most controversial results were obtained for 

the TiO2:N structures. In this case, the optical energy gap equal to 3.33 eV was 

measured. The obtained value is higher than the one measured for pristine TiO2. 

The results of our computer simulations presented earlier as well as the work of 

other research groups56,57, show that N dopants decrease the optical energy gap. The 

possible reason for the obtained discrepancies can be caused by inhomogeneous 

film structure or not appropriate crystallization of the deposited TiO2. These two 

features greatly affect the electronic properties of the material. Comparing the 

experimentally obtained data presented in Fig. 6.31b and the calculated result 

presented in Fig. 6.15 one can conclude that the synthesized films can be compared 

with the structure doped by metal ions accompanied by v(O). In real structures of 

oxide semiconductors always the v(O) are present.  
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Figure 6.31. a) Transmittance spectra measured for thin films deposited on Borofloat 33 glass. b) 

Estimated optical band gaps for thin films in the case of indirectly allowed transitions  

 

One should also notice that the synthesized films are relatively thick and 

they can be compared with bulk-modelled materials. The simulations clearly show 

a positive stabilizing effect of the Zr atoms in the anatase structure. The same was 

proved experimentally by XRD measurements. Although Raman spectra show the 

advantage of Zr-doped anatase in structural stability. Data collected in Table 6.2 

clearly show that Ni and Mn in all calculated configurations make the host crystal 

less stable. Also increasing the number of dopants the crystal stability decreases. 
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This can be proved by the fact that the synthesis of the TiO2:Ni and TiO2:Mn films 

was impossible to obtain stable materials with impurity content equal to 6.25 mol%. 

The data presented in Fig. 6.9 are in agreement with the results presented in 

Fig. 6.31b. Computationally proved the existence of the impurities energy level in 

TiO2:Mn:v(O) structure are manifested by the shoulder present in experimental 

UV-vis absorption spectrum.   

Table 6.2 presents the statement that the 221 TiO2:NO structure has 

better stability than structures with Ni and Mn impurities. The same is presented by 

analyzing the XRD spectra. Concluding, one can say that the computational 

methodology implemented in the presented work to predict the structural and 

electron properties of the TiO2-based materials is correct. It can reproduce and 

explain the nature of properties of defected and doped a-TiO2 bulk materials and 

also the ones limited with size going from thin films up to nanostructure.   

 

6.5. Conclusions 

As a result of the performed quantum-chemical calculations to predict 

structural and electron properties of stoichiometric and non-stoichiometric TiO2 

crystals, was shown that using the DFT method augmented by Hubbard correction 

with appropriate parameters is possible to map the physicochemical properties of 

semiconductor oxide materials. It so far was unattainable in many literature reports. 

The appropriate Hubbard parameters were found to characterize the structural and 

electron parameters of anatase TiO2 crystals, doped with M=Zr4+, Ni2+, Mn2+, or 

Cu2+ ions and accompanied by oxygen vacancies. The role of vacancies in TiO2:M 

materials was determined. Was proved that the v(O) are the main reason for the 

additional energy level appearance in the TiO2 bandgap. 

As a result of experimental studies and quantum-chemical calculations, it 

was shown that doping of TiO2 with Zr4+ ions stabilizes its structure in the form of 

anatase and generates oxygen vacancies. This situation is observed for bulk and thin 

films of TiO2. Zr impurities do not change the electron parameters of the native 

TiO2 structure. It has been proven that the modification of TiO2 with M ions (except 

Zr) creates additional energy states in the bandgap region. The created donor states 

can be helpful in the enhancement of charge transfer occurring between organic dye 

and semiconductors in DSSC devices. The crated TiO2-based structures were also 
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investigated from the charge mobility point of view. The increase in energy 

dispersion of CBM caused by Ni dopants supports the electron mobility in TiO2:Ni-

based systems. The flattened structure of the donor level of the TiO2:Cu2+ decreases 

the charge mobility. It will probably support unwanted recombination processes by 

reducing the lifetime of the electrons injected from the dyes to the semiconductor. 

It was also shown that Mn dopants create the acceptor level in the TiO2 bandgap. 

The creation of additional energy levels close to the edge of the valence band 

probably will not enhance the charge transfer process in DSSC systems based on 

TiO2:Mn.  

Going from bulk material to thin films and nanostructures the size quantum 

confinement effect was observed. Was shown that the band gap energy is higher for 

the nanostructures than it is observed for the bulk materials. Performing quantum 

chemical calculations for layered TiO2 was shown that the mobility of the electrons 

decreases at the surface of semiconductors. Additionally was found that the 

mobility of electrons and holes in a direction perpendicular to the surface is very 

low.  

The model of the TiO2 cluster was implemented. Was proved that for the 

clusters with a radius close to 1 nm, the saturation of surface dangling bonds should 

be taken into consideration. The created clusters can be used to model the electron 

properties of hybrids used in DSSC devices.  

Performed computer modeling of newly-designed TiO2-based materials 

indicates the most desirable properties of semiconductors working in DSSC 

applications. It allowed us to obtain materials with a diverse structure of electron 

bands leading to the development of a charge transfer mechanism and factors 

influencing its course in a hybrid sensitizer/semiconductor systems. Was proved 

that the computational methodology implemented in the presented work to predict 

the structural and electron properties of the TiO2-based materials is correct. 
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Chapter 7 

STRUCTURAL AND ELECTRON PROPERTIES OF 

SELECTED DYES FOR DSSC APPLICATIONS 

 

One of the main goals of this work was to find appropriate dye molecules 

that can be used in TiO2-based DSSC devices.  In this case, the Ru-based dyes were 

selected as the most promising ones. The interest was attended to dyes with donor 

part based on tris(bipyridine)ruthenium(II) (Ru(pby)3
+2) complex in mono- and 

dinuclear dendritic configuration. These molecules possess the carboxyl functional 

groups (-COOH), popular in organic sensitizers, as the moieties anchoring dyes to 

the surface of the semiconducting anode. The idea of the presented work was also 

to investigate the influence of the anchoring groups on the photovoltaic properties 

of TiO2-based DSSC changing their number, position, and type. Additionally, to 

Ru-based dyes, the two commercial dye molecules possessing the -COOH group 

were chosen as potential test structures where the anchoring groups can be 

modified. These molecules, based on indoline derivatives, are named D102 [CAS 

number: 652145-28-3] and D149 [CAS number: 786643-20-7].  

In the present Chapter, the structural, electron, and optical properties of the 

above-mentioned dyes are presented. The greatest emphasis will be placed on 

computer modeling of the physicochemical properties of the selected dyes and the 

analysis of the obtained results regarding the corresponding experimental data. 

 

7.1. Dyes based on single tris(bipyridine)ruthenium(II) complexes 

The tris(bipyridine)ruthenium(II) cation (Ru(pby)3
+2) is a prototypical 

metalloorganic complex belonging to the important class of pyridine-based 

transition metal complexes with numerous applications in functional materials. The 

molecules based on Ru(pby)3
+2 are suitable model systems for the investigation of 

the optical properties of ruthenium complexes for DSSC applications. Grafting 

metal complexes onto the surface of a semiconductor can be achieved by 
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modification of their ligands with suitable anchoring groups depending on the 

nature of the semiconductor surface1. Usually, the Ru(bpy)3
+2-based molecules are 

anchored on the surface of the semiconducting material by the carboxyl (-COOH) 

functional groups introduced into the ruthenium complex. The -COOH groups can 

be incorporated directly onto the pyridine rings or can be added at the end of a 

molecular bridge acting as a spacer between the ruthenium complex and the metal 

oxide surface, as it was described in Chapter 3. The role of the spacer is to define 

the electron coupling between the sensitizer and the semiconductor and to control 

the charge injection and recombination. Systematic studies of such materials may 

provide fundamental insights into the factors controlling excited state relaxation 

and interfacial electron transfer.  

To model properly the Ru(pby)3
+2-based molecules first of all the 

Ru(pby)3
+2 stabilized by the two molecules of the hexafluorophosphate ((PF6

-)2) 

was modeled to find the best methodology predicting its structure and then to 

calculate their electron and optical properties. The structure of the [Ru(bpy)3]
2+(PF6

-

)2 complex is presented in Fig. 3.3 (Chapter 3.1). Starting an analysis of the electron 

properties of the [Ru(bpy)3]
2+ molecule first its geometry was optimized by 

applying the ab initio and density functional theory (DFT) formalism implemented 

in the Gaussian 16 program package2,3. The procedure was performed for 

[Ru(bpy)3]
2+ molecule and [Ru(bpy)3]

2+(PF6
-)2 system placed in a vacuum. The 

minimum of the potential energy surface was calculated at the restricted 

Hartree−Fock (RHF) level in D3 symmetry. The gradient convergence tolerance 

was equal to 10−6 Hartree/Bohr. At the end of the geometry search, the Hessian 

evaluation was performed to exclude the structures giving negative modes and 

ensure the thermodynamic equilibrium of the molecule. In the performed 

calculations the 3-21G or LANL2DZ (Los Alamos National Laboratory 2 double-

zeta) basis sets were used for the Ru atom and 6-311++G** or LANL2DZ basis 

sets for all remaining atoms. The better geometry of the [Ru(bpy)3]
2+ was achieved 

when the molecule is in the neighborhood of the (PF6
-)2. The geometry of the 

[Ru(bpy)3]
2+(PF6

-)2 was also optimized by applying DFT/B3LYP functional 

augmented by the 2nd order scalar relativistic effects within the Douglas–Kroll–

Hess (DKH2) formalism4,5,6 using the jorge-TZP-DKH basis set7. The correctness 

of the selected optimization method was verified by the comparison of the obtained 
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distance between the Ru atom and the neighboring N atoms and their symmetry to 

the experimental data. The obtained results are collected in Table 7.1. 

 

Table 7.1. Distances between Ru atoms and neighboring N atoms calculated for [Ru(bpy)3]2+ 

molecule stabilized by (PF6
-)2 ions predicted by different computational methods. Presented values 

are given in Å 

Methodology 
Ab initio/ 

HF 
DFT/B3LYP DFT/B3LYP DFT/B3LYP 

DFT/B3LYP-

DKH2 

B
as

is
 s

et
 

Ru LANL2D 3-21G LANL2DZ LANL2DZ jorge-TZP-DKH 

Other 

atoms 
LANL2D 6-11++G** 6-11++G** LANL2DZ jorge-TZP-DKH 

Ru-N ~2.128 2.112 2.100 2.096 2.079 

Experiment 2.056 8 

  

The ab initio method overestimates the Ru-N bonds and does not give the 

correct symmetry of the Ru(pby)3
+2 molecule why this geometry will be not 

discussed elsewhere. The DFT method with B3LYP functional yields symmetrical 

Ru-N bonds, all of which possess the same length. The DFT/B3LYP-DKH2 

formalism with the jorge-TZP-DKH basis set gives the Ru-N bonds equal to 

2.079 Å. It is the closest value compared with the Ru-N bonds in the Ru(pby)3
+2 

crystal arrangement (2.056 Å)8. Optimization of the Ru(pby)3
+2(PF6

-)2 system keeps 

the Ru-N bonds and N-Ru-N angles characteristic for D3 symmetry of the 

Ru(pby)3
+2 ion in the crystal structure, with the phosphorus anions arranged 

symmetrically on the C3 axis. Because calculations performed at the DFT/B3LYP-

DKH2 level are very time-consuming the geometries obtained at the 

DFT/B3LYP(LANL2DZ) level of calculations were also considered for future 

analysis. 

The vertical transition energies and oscillator strengths for the first 100 

singlet excited states were calculated for structures of Ru(pby)3
+2(PF6

-)2 optimized 

in their singlet ground states using DFT/B3LYP-DKH2 and 

DFT/B3LYP(LANL2DZ) method. For the structure with geometry optimized at 

DFT/B3LYP-DKH2 level, the UV-vis spectra were calculated by the time-

dependent DFT (TDDFT) method at the DFT/B3LYP-DKH2(jorge-TZP-DKH) 

and DFT/B3LYP(LANL2DZ) level. The excitation energy positions and oscillator 

strengths were calculated using the iterative Davidson method9 with an accuracy of 

10−12 Hartree. Due to the dominant role of singlet excited states in absorption, only 
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singlet-singlet transitions were considered. In Fig. 7.1 experimental and calculated 

UV-vis absorption spectra of the Ru(pby)3
+2(PF6

-)2 are presented. The samples are 

depicted as follows: geometry optimized by DFT/B3LYP(LANL2DZ) method and 

oscillators calculated by DFT/B3LYP(LANL2DZ) method – B3LYP/B3LYP, 

geometry optimized by DFT/B3LYP-DKH2(jorge-TZP-DKH) method and 

oscillators calculated by DFT/B3LYP(LANL2DZ) method – DKH2/B3LYP, 

geometry optimized by DFT/B3LYP-DKH2(jorge-TZP-DKH) method and 

oscillators calculated by DFT/B3LYP-DKH2(jorge-TZP-DKH) method – 

DKH2/DKH2. Analyzing data presented in Fig. 7.1 one can see that all three 

implemented approaches give reasonable results. The first absorption peak 

corresponding to metal-to-ligand charge transfer (MLCT) calculated by 

DKH2/DKH2 method is placed in the center of the experimental peak. The other 

used two methods shift the spectrum insignificantly into the left and right sides.   
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Figure 7.1. Normalized UV–vis absorption spectra for Ru(bpy)3
2+(PF6

-)2 measured in acetonitrile10 

(experiment) compared to calculated data: geometry optimized by DFT/B3LYP(LANL2DZ) 

method and oscillators calculated by DFT/B3LYP(LANL2DZ) method (B3LYP/B3LYP), 

geometry optimized by DFT/B3LYP-DKH2(Jorge-TZP-DKH) method and oscillators calculated 

by DFT/B3LYP(LANL2DZ) method (DKH2/B3LYP), geometry optimized by DFT/B3LYP-

DKH2(jorge-TZP-DKH) method and oscillators calculated by DFT/B3LYP-DKH2(jorge-TZP-

DKH) method (DKH2/DKH2) 

 

Following the conclusions made in Chapter 3, the Ru(pby)3
+2-based 

molecules extended by the spacers and anchoring groups can be used in DSSC 
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applications. In the presented work three Ru(pby)3
+2-based molecules with –COOH 

anchoring groups located in different positions will be discussed (see Fig. 3.8 of 

Chapter 3.1. and Fig. 7.2). Three investigated molecules employed the carboxyl 

group as an anchor located in para- (RuLp), meta- (RuLm), or ortho-position 

(RuLo) to the benzene ring. The synthesis of these molecules was described in the 

work of Zalas and co-workers11. All of the investigated sensitizers possess rod-like 

spacers between photoactive and anchoring parts of dyes. They are formed by 

oligophenylene–ethynylene (OPE) bridges terminated by the –COOH groups. The 

mentioned dyes are proposed to be anchored to a surface of the TiO2 

semiconducting nanosized material which will be described in Chapter 8. 

 

a) b)   

c)  
Figure 7.2. Structure of the Ru-complexes named as RuLp (para-position of anchor group) (a), 

RuLm (meta-position of anchor group) (b), and RuLo (orto-position of anchor group) (c) with 

hexafluorophosphate (PF6
-) stabilizers 

 

The point of interest in performing the proposed investigations was to 

understand the effects of the position of the anchoring group on the overall 

efficiency of the DSSC cell. The present work aims to explain the photon-to-current 

efficiency conversion and explain the charge transfer phenomena occurring 

between the RuLo, RuLm, and RuLp sensitizers and the TiO2 semiconductor 

depending on the position of the -COOH anchoring group. The selected molecules 

serve as a model for the dye/metal oxide interface in DSSCs. In this case, the 

computer modeling of the structural and electron properties of the investigated 
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molecules was performed. The GAMESS program package12,13 was used to perform 

computer simulations. The lowest total energies of the molecules were searched 

with C1-defined symmetry in a vacuum using the DFT/B3LYP formalism. The 

calculations were made by applying LANL2DZ basis sets as it was proposed for 

the Ru(pby)3
+2(PF6

-)2 complex. The minimum of the potential energy surface was 

calculated at a restricted Hartree-Fock (RHF) level14. Optimal geometries of the 

molecules were found by applying the quadratic approximation (QA) optimization 

algorithm based on the augmented Hessian technique15. The gradient convergence 

tolerance was equal to 10-5 Hartree/Bohr. At the end of the geometry optimization, 

the Hessian evaluation was performed to exclude structures giving the negative 

modes and ensure a thermodynamic equilibrium of the molecules. 

The electron properties of the studied molecules were calculated for 

optimized structures applying the ab initio and the DFT methodology with B3LYP 

and LC-BLYP functionals. In this case, the mixed basis set was used applying the 

LANL2DZ basis set for Ru and the 6-31++G** basis set for all other atoms. The 

RHF SCF energy convergence criterion was chosen to be 10-12 Hartree. The optical 

properties of the studied molecules were calculated using the same basis set as it 

was used for electron properties calculations, applying the time-dependent HF 

(TDHF) and TDDFT methods. The UV−vis absorption spectra were calculated 

using the iterative Davidson algorithm9 with an accuracy of 10-12 Hartree. All the 

mentioned calculations were performed in the GAMESS program package. 

To investigate the solvent effect on the electron properties of RuLo, RuLm, 

and RuLp molecules, the polarizable continuum model (PCM)16 was used, applying 

the conductor-like PCM (C-PCM)17,18 implementation. It is one of the most 

frequently used apparent surface charge (ASC) models19,20. The solvent radius and 

the dielectric constants were assumed to be the same as the parameters collected in 

the GAMESS code. 

Geometries of the RuLm, RuLo, and RuLp molecules were optimized in a 

vacuum as well as in the hexafluorophosphate (PF6
-)2 environment. Two PF6

- 

molecules were added to each dye to stabilize the Ru(bpy)3
2+ based structures. In 

Fig. 7.2 examples of the optimized structure of the RuLm, RuLo, and RuLp 

molecules with and without PF6
- stabilizers are presented. The RuLp molecule 

possessing the -COOH group in para- position could not be optimized using the 
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DFT/B3LYP method without stabilized molecules surrounding the dye, because the 

assumed convergence criterion equal to 10-5 Hartree/Bohr was not achieved during 

geometry optimization. The structure of the molecule RuLp obtained in this manner 

does not have any symmetry in the donor part. Also, the electron parameters 

calculated for the obtained structure of the RuLp molecule without stabilizers are 

unreal. Structures of the RuLm and the RuLo molecules without stabilizers were 

successfully optimized reaching the convergence criterion, but geometries of the 

Ru(bpy)3
2+ moieties were deformed. This data ensures us in requirements using two 

molecules of the PF6
- as a stabilizer in all cases of the Ru(bpy)3

2+-based molecules. 

In consequence, geometries of the RuLm, RuLp, and RuLo molecules were 

optimized with added PF6
- stabilizers. It is known that the relaxed Ru(bpy)3

2+ 

complex should have D3 symmetry and it was ensured by implementing the (PF6
-

)2 as a stabilizer. One can conclude that the stabilizer prevents the distortion of the 

Ru(bpy)3
2+ moiety. Distances between Ru and N atoms of the relaxed dye structures 

are presented in Table 7.2. It is seen that modification of the Ru(bpy)3
2+ structure 

by the spacer and –COOH anchoring group does not change the geometry of the Ru 

environment. 

 

Table 7.2. Distances between Ru and N atoms in the RuLm, RuLo, and RuLp molecules obtained 

via computer modeling using the DFT/B3LYP-LANL2DZ method 

 RuLm 

without PF6
-
 

RuLo 

without PF6
- 

RuLp 

with PF6
- 

RuLm 

with PF6
- 

RuLo 

with PF6
- 

R
u

-N
  

(Å
) 

2.10 

2.12 

2.17 

2.21 

2.22 

2.16 

2.10 

2.12 

2.16 

2.19 

2.11 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.17 

2.18 

2.17 

2.18 

2.17 

2.17 

2.17 

 

Optical properties of isolated RuLm, RuLo, and RuLp molecules were 

calculated in a vacuum using the TDHF and TDDFT methods applying the B3LYP 

(DFT/B3LYP) and LC-BLYP (DFT/LC-BLYP) functionals. The positions of the 

first UV-vis absorption peaks measured experimentally11 and predicted 

computationally are collected in Table 7.3. The dyes were studied as isolated 

molecules in a vacuum (denoted as “vacuum”), with stabilizers (PF6
-) noticed as 

"PF6", as well as in DMF solvent (PF6
-/DMF). The effect of the intermolecular 

interactions occurring between the considered dyes and stabilizers shifts the first 
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absorption peak to shorter wavelengths compared with the data obtained for the 

isolated dyes. Additionally, the spectra calculated without stabilizers are shifted too 

much to long wavelengths concerning experimental data. This discrepancy may be 

caused by an incorrect optimization of the molecular structures and instability of 

the Ru (bpy)3
2+ moiety without (PF6

-)2.  

 

Table 7.3. Position of the first absorption peak max (nm) calculated by the TDHF, DFT/B3LYP, 

and DFT/LC-BLYP methods for the RuLm, RuLo, and RuLp molecules and the experimental 

data25 

Molecule Environment 
TDHF  

(nm) 

DFT/B3LYP 

(nm) 

DFT/LC-BLYP 

(nm) 

Exp  

(nm) 

RuLm 

vacuum 693 779 1309 

459 PF6 263 429 330 

PF6/DMF --- 437 --- 

RuLo 

vacuum 700 796 1219 

475 PF6 264 419 328 

PF6/DMF --- 436 --- 

RuLp 

vacuum --- --- --- 

460 PF6 269 433 321 

PF6/DMF --- 447 --- 

 

Calculations performed by using the DFT/B3LYP method for the RuLo, 

RuLm, and RuLp molecules with PF6
- stabilizers lead to a good agreement with the 

experimental results. The TDHF and DFT/LC-BLYP calculations shift the UV-vis 

absorption spectra into short wavelength compared with experimental data. As a 

consequence of these results, the calculations in a solvent were performed using 

only DFT/B3LYP method. The first absorption peak calculated in the DMF solvent 

for molecules surrounded by stabilizers (PF6/DMF) shows a red shift compared 

with the calculations performed for dyes and stabilizers in a vacuum (noticed as 

“PF6”). The first UV-vis absorption peak measured for the Ru(bpy)3
2+ derivatives 

is dominated by the MLCT and depends on the structural modification of ligands. 

However, it is located close to 450 nm as it is observed for the Ru(bpy)3
2+(PF6

-)2 

(see Fig. 7.1). The Ru(bpy)3
2+ group possesses the D3 symmetry with free electron 

pairs on the nitrogen atoms8. Therefore, the UV-vis absorption spectrum of the 

tris(bipyridine)ruthenium(II) molecule measured experimentally exhibits one peak 

in the visible region at 456 nm (MLCT πM- πL
*) and the second one coming from 

the inter ligand charge transfer (ILCT) absorption located in a UV region (at 291 

nm)8,21.  
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Figure 7.3. Normalized UV–vis absorption spectra calculated by DFT/B3LYP method for the 

RuLp, RuLm, and RuLo molecules stabilized by the (PF6-)2 in vacuum  (black) and solvent DMF 

(red) 

 

The UV-vis absorption spectrum calculated by DFT/B3LYP method for the 

Ru(bpy)3
2+ molecule with the PF6

- stabilizers has a first absorption peak located at 

425 nm – 455 nm depending on the methods of calculations (see Fig. 7.1). All 

investigated molecules RuLo, RuLp, and RuLm have first MLCT absorption peak 

in the region corresponding to the Ru(pby)3
+2(PF6

-)2 complex (see Fig. 7.3 and 

Table 7.3). The UV-vis absorption spectrum calculated for the RuLo molecule 

shows the first absorption peak the most shifted into short wavelength. It is seen in 

the case of vacuum and DMF. It can be caused by the noncentrosymmetric 

environment of the Ru atom, probably not accurately optimized for the RuLo 

molecule. Regarding the –COOH anchoring group position, the more pronounced 
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symmetry of the RuLm and RuLp molecules than the one of the RuLo leads to their 

red-shift of the absorption spectra22. The obtained tendency does not reproduce 

exactly the experimental data (see Fig. 7.4). The influence of the position of the 

anchoring group is not well reproduced, but the general location of the MLCT peak 

is in agreement with experimental data, including the computational error.   

The experimentally measured UV-vis absorption spectra for RuLp, RuLo, 

and RuLm dyes are quite similar to one another with only a few differences (see 

Fig. 7.4). The three complexes display 3 major absorption bands at 245, 290, and 

330 nm, and a broader one, in the visible region, between 400 and 520 nm. 

According to the work of Balzani et al.,23 the absorption bands below 220 nm and 

at 290 nm can be ascribed to π-π* electron transition in the ligands, while the 245 

nm band and the one in the visible range are assigned to MLCT transitions. The 

absorption spectra in the visible range have a quite long tail spreading up to 600 

nm.  
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Figure 7.4. UV-vis absorption spectra measured experimentally for the RuLm, RuLo, and RuLp 

molecules in MeOH-EtOH 4-1 mixture at 298 K (b)11 

 

 

 

 



 
Chapter 7 

STRUCTURAL AND ELECTRON PROPERTIES OF SELECTED DYES FOR DSSC 

APPLICATIONS  

153 

 

Table 7.4. Electron properties of the Ru(bpy)3
+2 as well as the RuLp, RuLm, and RuLp dyes with 

PF6- stabilizers and location of their frontiers orbitals calculated by DFT/LC-BLYP, DFT/B3LYP, 

and ab initio (TDHF) method. 

 

 Method 
HOMO  

(eV) 

LUMO 

(eV) 
EHOMO-LUMO 

(eV) 
µ (D) HOMO LUMO 

R
u

L
p

 

D
F

T
/ 

L
C

 B
L

Y
P

 
-8.85 -1.19 7.66 1.36 

  

D
F

T
/ 

B
3

L
Y

P
  

-6.38 -2.99 3.39 1.35 

  

T
D

H
F

 

-9.24 0.28 9.52 1.64 

  

R
u

L
m

 

D
F

T
/ 

L
C

 

B
L

Y
P

 

-8.83 -1.10 7.70 0.67 

  

D
F

T
/ 

B
3

L
Y

P
  

-6.37 -2.91 3.45 0.54 

  

T
D

H
F

 

-9.12 0.40 9.52 0.96 

  

R
u

L
o

 

D
F

T
/ 

L
C

 

B
L

Y
P

 

-8.85 -1.07 7.77 1.46 

  

D
F

T
/ 

B
3

L
Y

P
  

-6.41 -2.91 3.49 1.23 

  

T
D

H
F

 

-9.00 0.45 9.45 1.55 

  

R
u

(b
p

y
) 3

+
2
 

D
F

T
/ 

L
C

 

B
L

Y
P

 

-8.62 -0.82 7.80 0.00 

  

D
F

T
/ 

B
3

L
Y

P
  

-6.37 -2.82 3.56 0.01 

  

T
D

H
F

 

-9.51 0.60 10.11 0.00 
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The frontier orbitals of the RuLo, RuLm, and RuLp molecules were 

calculated by the HF, DFT/B3LYP, and DFT/LC-BLYP methods taking into 

consideration (PF6
-)2 stabilizers. Analyzing the data presented in Table 7.4 one can 

conclude that the HF method does not work correctly with the studied molecules. 

The ab initio method gives bad results not only in the position of the absorption 

peaks but although in the localization of higher occupied molecular orbitals 

(HOMO) and lower unoccupied molecular orbitals (LUMO). The HOMO orbital in 

Ru-based complexes should be located at the Ru atom. The Ru(pby)3
+2(PF6

-)2 

structure can serve here as the test molecule. One can see that the DFT-based 

methods give good results concerning HOMO localization at Ru(pby)3
+2 structure. 

The HOMO orbitals calculated for the RuLo, RuLm, and RuLp molecules by the 

TDHF method are spread through ligands, which is incorrect according to the Ru-

based systems (see Table 7.4). According to data presented in Table 7.3, one can 

see that the HF method shifts UV-vis absorption spectra into shorter wavelengths 

which is caused by occurring of the ILCT transition. In this case, one can conclude 

that TDHF cannot be used to calculate the electron properties of investigated Ru-

based dyes. On the other hand, TDDFT with both functionals: B3LYP and LC-

BLYP, shows correct redistribution of HOMO and LUMO orbitals on the RuLp, 

RuLm, and RuLo dyes (see Table 7.4).  

The position of the –COOH moiety does not have any significant effect on 

the location of the HOMO orbital placed on the Ru atom  (Table 7.4). In addition, 

the HOMO orbital of each molecule is characterized by nearly the same energy. 

However, significant differences are observed in the LUMO orbitals distribution. 

In the case of the RuLo molecule, the LUMO orbital is widespread on the whole 

Ru(bpy)3
2+ moiety. During the excitation process of the RuLo dye, the electrons are 

transferred from the Ru atom to its octahedral environment. The same is observed 

for the Ru(bpy)3
2+ molecule. The LUMO orbital of the RuLm is mostly located on 

the bipyridine group. The LUMO orbital of the RuLp spreads along the molecule 

and is located at the OPE spacer, benzene, and –COOH group. The position of the 

LUMO orbital at the –COOH group favors the charge transfer from the dye 

molecule into the semiconducting material through the anchoring moiety. The 

calculations point out that the RuLp molecules should be potentially the most 

suitable structure for sensitizing semiconductors in DSSCs devices. 
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Alteration of the -COOH group connection from the meta- or ortho-isomer 

into para-position improves charge separation occurring between HOMO and 

LUMO orbitals of the studied dye (see Table 7.4). In consequence, it allows 

forming of the intramolecular charge transfer (ICT) occurring in the para-series of 

dyes and facilitates higher electron injection from the photoexcited dye into the 

conduction band of the TiO2. The overall superior performance of the para- 

compared to the meta- and the ortho-series of dyes can also be explained based on 

the observed dipole moments (μ) estimated by DFT/B3LYP calculations (see Table 

7.4). One can see that the RuLo and RuLp molecules have similar dipole moments 

almost three times larger than the one of the RuLm dye.  However, the dipole 

moment of the RuLp molecule is slightly larger than the dipole moment of the RuLo 

dye. Additionally, it is directed along the molecule's long axis towards the –COOH 

group. The work of Cahen et al.24 shows that the open-circuit voltage (Voc) of 

DSSCs varies linearly with dipole moments of adsorbed dyes increasing when the 

sensitizers have a dipole moment directed toward the TiO2 surface. This situation 

is observed for the RuLp-based systems. It was shown that the highest Voc was 

measured for the RuLp-based DSSC11. It means that the photoefficiency of the 

hybrid system depends significantly on the direction of the dipole moment. 

However, the dipole moment value is less critical in the photovoltaic processes. The 

obtained results are in agreement with the results measured by cyclic voltammetry 

in the laboratory of the Zalas group11.  

Because the RuLp dye seems to be the most appropriate for the DSSC 

application its UV-vis absorption spectra were also calculated for the structure 

optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method using the 

DFT/B3LYP-DKH2(jorge-TZP-DKH) method, depicted as DKH2/DKH2. The 

same method was used previously to calculate electron and optical properties of the 

Ru(pby)3
+2(PF6

-)2 complex (see Fig. 7.1). One can see that the proposed method 

reproduces well absorption spectra measured for the RuLp molecule (see Fig. 7.5). 

The only discrepancy between the experimental and calculated spectra is the peak 

at 400 nm, which is not seen experimentally. The mentioned peak is attributed to 

the metal-to-far laying ligand area (spacer) transition. It will be called “external 

MLCT”. Probably this electron transfer is extinguished by the interaction between 

the molecule and the environment. The calculated spectra reproduce well the first 
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MLCT transition at 450 nm, the second MLCT transition at 325 nm, and the ILCT 

transition at 290 nm with energy positions and intensities roughly consistent with 

an experiment. The HOMO-LUMO transition at about 528 nm contains Ru-

centered HOMO and LUMO almost completely localized at a single bipyridine 

ligand and its attached carboxyphenyl functional group (external MLCT).  
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Figure 7.5. UV–vis absorption spectra measured experimentally25 (blue line) and calculated for 

the RuLp structure optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method using the 

DFT/B3LYP-DKH2(jorge-TZP-DKH) method (DKH2/DKH2) 

The DKH2/DKH2 obtained data presented in Fig. 7.5 were considered to 

calculate the electroabsorption spectra for the RuLp molecule. Electroabsorption 

(EA) spectroscopy, also known as Stark effect spectroscopy, is the most suitable 

method, specifically dedicated to tracking charge redistribution immediately after 

photoexcitation26,27. When an external electric field is applied to the molecular 

system, the absorption bands can be broadened, shifted, or changed in intensity. 

Using the standard EA spectral analysis, based on Liptay theory28 for well-

separated and non-degenerate electronic states, the total electrooptic effect can be 

quantified in terms of molecular parameters. Thus, changes in the permanent dipole 

moment (), electron polarizability (p), and oscillator strength can be deduced 

by comparing the observed EA spectra with the derivatives of the absorption 
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spectrum of the molecule. In electron-delocalized molecular systems, the EA 

spectrum should reproduce the first derivative of the absorption spectrum. In more 

localized systems with an asymmetric charge distribution and a non-zero permanent 

dipole moment, the EA signal should mimic the second derivative of the absorption 

spectrum28. 
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Figure 7.6. a) Stick-bar spectrum of the calculated oscillator strengths using the 

DKH2/DKH2 method for RuLp with stabilizers overlaid on the experimental absorption spectrum 

of the RuLp film; b) The EA spectrum calculated using the DKH2/DKH2  method 

for all excited states presented in part a) of the figure compared with the experimental EA 

spectrum of the film 

 In the system created by RuLp molecules accompanied by (PF6
-)2 

stabilizers, characterized by an asymmetric molecular structure, there are no 

strictly degenerate states, but many electronic states closely lying on the energy 

scale interact with each other (Fig. 7.6a). The cumulative EA response from 

all of these states determined computationally (solid line) is compared with the 

experimental results (squares) in Fig. 7.6b. The computational curve assumes the 

average bandwidths ω = 2 kK and ω = 3 kK, for the lower and higher energy 

ranges, respectively, as indicated in the figure by a dashed vertical line. The EA 
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spectrum was calculated for an electric field strength equal to 106 V/cm, one order 

of magnitude higher than the applied experimental electric field.  

Analyzing data presented in Fig. 7.6b one can say that apart from the 

intense negative lobe associated with extended MLCT states at about 25 kK 

(400 nm), which is not seen in the experiment, the theoretical curve 

reproduces the main features of the experimental EA spectrum. The obtained EA 

signal is close to the absorption second derivative taking into account the 

MLCT peak (low energy leaks). The part of the spectrum with the minimum 

at about 22.0 kK, is mainly formed by the splitting of the 3E state of Ru(pby)3
+2. 

These observations have key implications for the EA mechanism in Ru(pby)3

+2-based systems that exhibit similar EA spectra, due to the robust nature of first 

MLCT states in such systems. The obtained results prove the resistance of 

the electron MLCT system to environmental disturbances. Was shown that 

the obtained changes in dipole moment can be attributed to the transfer of an 

electron from the Ru to a ligand.  

The EA measurements were performed at Technical University in Gadnsk 

in a laboratory headed by Professor Stampor. The discussed results are reported in 

the work  “Electronic States of Tris(bipyridine) Ruthenium(II) Complexes in Neat 

Solid Films Investigated by Electroabsorption Spectroscopy” published in 

Materials29. The mentioned work is authored by D. Pelczarski, O. Korolevych, B. 

Gierczyk, M. Zalas, M. Makowska-Janusik, and W. Stampor W. My contribution 

to the mentioned work is the quantum chemical calculations of electron and 

optical properties of the studied molecules.  

Electron properties of the RuLp molecule were also calculated using the 

semiempirical parametrized methods, and the obtained results were compared 

with the data achieved by experiments and the DFT calculations. As was 

mentioned above the DKH2/DKH2 method gives the best results concerning the 

electron and optical properties of the RuLp. Unfortunately for the bigger systems 

such as hybrids or many-atom dyes the DKH2/DKH2 procedure became 

complicated and time-consuming to be used. In this case, the PM630 and PM731 

parametrized methods can be used.  

Two different geometries of RuLp molecule were adapted to calculate 

their electron parameters semiempirically. The RuLp structure was optimized by 

the HF method with LANL2DZ basis set for Ru and 6-31G for remaining atoms 

(maned 



 
Chapter 7 

STRUCTURAL AND ELECTRON PROPERTIES OF SELECTED DYES FOR DSSC 

APPLICATIONS  

159 

 

HF)  and by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method (named DKH2). 

The semiempirical method cannot be used for geometry optimization of studied 

molecules because they give noncentrossymetry in Ru-complex. Electron 

properties of the RuLp molecule were calculated using Gaussian 162,3 program 

package. The SCF convergence criterion was implemented to be not less than 10-12 

Hartree. The excited states were calculated using the CIS/PM6 (singlet 

configuration interaction method), TD/PM6 (time-dependent PM6 parametrized 

method)32, and CIS/PM733. The PM7 semiempirical method has higher diffuse 

parameters for heavy atoms than the PM6.  

The UV-vis absorption spectra calculated for RuLp by using different 

methods CIS/PM6, CIS/PM7, and TD/PM6 for the geometries optimized applying 

DKH2 or HF method compared with experimental data are presented in Fig. 7.7. 

One can see that the geometry of the RuLp molecule optimized by HF method gives 

UV-vis spectra overlapped better with experimental data than the geometry 

obtained at DKH2 level. In Table 7.5 position of the main absorption peak for 

MLCT and ILCT states calculated for RuLp by using different methodologies 

CIS/PM6, CIS/PM7, and TD/PM6 for the geometries optimized applying DKH2 

and HF method compared with data obtained at DKH2/DKH2 level of calculations 

and experimentally are presented. One can see that the CIS/PM7 method gives not 

appropriate results for both geometries optimized at HF as well as at DKH2 level. 

Generally, better results are given by the PM6 calculations. The DKH2/CIS/PM6 

gives an excellent MLCT position, but it has a problem reproducing the ILCT peak, 

and the obtained spectrum is too diffused.     

Analyzing these data one can conclude that obtained position of the MLCT 

and ILCT peaks goes better with the experiment for the geometry of the RuLp 

obtained at the HF level and the excited states calculated by the TD/PM6 method. 

The TD/PM6 method can be used to calculate the electron and optical properties of 

the Ru complexes with geometries optimized at the HF level. Even the geometry of 

the complex is not perfect as it is seen after DKH2 optimization the HF geometries 

will be used to predict the optical spectra of hybrid materials described in Chapter 

8.   
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Figure 7.7. Normalized UV–vis absorption spectra calculated by semiempirical method TD/PM6, 

CIS/PM6, and CIS/PM7 for the RuLp molecule stabilized by the (PF6-)2 in vacuum (black) and 

measured ones (red). a) The RuLp molecules optimized by the DFT/B3LYP-DKH2(jorge-TZP-

DKH) method (DKH2), b) RuLp structure optimized by HF method with LANL2DZ basis set for 

Ru and 6-31G for remaining atoms (HF)  

 

Table 7.5. Position of the main absorption peak for MLCT and ILCT states calculated for RuLp 

by using different methodologies CIS/PM6, CIS/PM7, and TD/PM6 for the geometries optimized 

applying DFT/B3LYP-DKH2(jorge-TZP-DKH) (DKH2) and HF method with LANL2DZ basis 

set for Ru and 6-31G for remaining atoms (HF) compared with data obtained at DKH2/DKH2 

level of calculations and experimental data 

 

Summary of the results presenting the UV-vis spectra calculated for the 

RuLp molecules optimized by DKH2 and HF method using DKH2 and TD/PM6 

formalism is presented in Fig. 7.8. Analyzing these data one can see that the best 

results compared with the experiment gives the DKH2/DKH2 method but 

unfortunately this formalism cannot be applied to calculate optical properties of 

hybrid systems based on RuLp dye (the subject of Chapter 8). Looking at the 

semiempirical results, the DKH2/TD/PM6 method gives strong absorption near 600 

nm causing discrepancies between experimental and computational data. This 

Level of 

geometry 

optimization 

Absorption 

peak 

CIS/PM6 

(nm) 

CIS/PM7 

(nm) 

TD/PM6 

(nm) 

DKH2 

(nm) 

Exp 

(nm) 

DKH2 
MLCT 462 517 477 456 459 

ILCT 342 327 295 292 290 

HF 
MLCT 435 490 450 

ILCT 285 330 293 
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method also shifts significantly the MLCT peak into the red side of the spectrum 

(from 459 nm in the experimental spectrum to 477 nm in the calculated one). Data 

obtained using HF/TD/PM6 formalism are much more comparable to the 

experiment. One can see that the first MLCT peak is located at 450 nm. 

Unfortunately, the TD/PM6 method has a problem reproducing the second MLCT 

peak regardless of the calculated geometry. It shifts the second MLCT peak of 30 

nm into a higher wavelength compared with the experiment. The results presented 

here are in agreement with the data reported by Juris and co-workers23. The authors 

argue that the MLCT absorption bands observed for the Ru(bpy)3
2+ based 

derivatives in the visible region have a maximum intensity close to 465 nm and they 

are red-shifted compared to the Ru(bpy)3
2+ molecules in a solvent.  

Figure 7.8. Normalized UV-vis absorption spectra for the RuLp molecule measured 

experimentally, calculated by the DFT/B3LYP-DKH2(jorge-TZP-DKH) for the RuLp molecule 

optimized by DFT/B3LYP-DKH2(jorge-TZP-DKH) method (DKH2/DKH2), calculated by 

TD/PM6 method for the molecule optimized by DFT/B3LYP-DKH2(jorge-TZP-DKH) method 

(DKH2/TD/PM6 and calculated by TD/PM6 method for RuLp molecule optimized by HF method 

with LANL2DZ basis set for Ru and 6-31G for remaining atoms (HF/TD/PM6). The molecular 

orbitals accessing the electron excitations corresponding to the MLCT and ILCT peaks calculated 

at HF/TD/PM6 level 

The molecular orbitals accessing the electron excitations corresponding to 

the MLCT and ILCT peaks calculated at HF/TD/PM6 level are presented in Fig. 
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7.8. These orbitals correspond to the ones obtained at DKH2/DKH2 level. It means 

that the critical excitations engaged the appropriate orbitals. Concluding, one can 

suggest that the TD/PM6 method, a fast method without any critical errors, can be 

used to calculate the electron properties of hybrid (semiconducting cluster/dye) 

materials. In this case, better results are obtained for the geometries optimized at 

the HF level.   

The studied dyes with the anchoring group in para-, meta- or ortho-position 

did not show significant optical differences. Their similar features can be justified 

by the distribution of their frontier orbitals. Indeed, the anchoring group located in 

the meta- or ortho-position breaks the conjugation bonds of the systems and affects 

the electron transfer properties. The enhanced extinction coefficient is attributed to 

the excited electron being delocalized over a larger −system in the para-complex, 

while the meta- or ortho-connection induces a break in the conjugation and thus a 

smaller extinction coefficient34. Studies on rigid rods with pyrene as the 

chromophore unit also display enhanced extinction coefficients for compounds 

with the bridge anchored to the chromophore in the para-position. It can be 

suggested that the charge injection yields in the hybrid systems based on the 

investigated dyes should depend on the spacer location. 

 

7.2. Dyes based on the dinuclear dendritic configuration of 

tris(bipyridine)ruthenium(II) complexes 

The mainstream research in ruthenium sensitizers is focused on ligands’ 

structure modification to improve their light harvesting and electron injection 

efficiency. Zalas and coworkers35 proposed to synthesize the dinuclear 

tris(bipyridine)ruthenium(II) complexes B1 (see Fig. 7.9). They propose that the 

tris(bipyridine)ruthenium(II) moieties will be anchored to the semiconducting 

material through the π expanded ligand having a phenylene-ethynylene moiety 

based on the idea that the performed modifications led to an increase in the molar 

extinction coefficient36. The initial investigations show a high extinction coefficient 

of the B1 indicating that it can be used as a sensitizing dye in DSSC. Unfortunately, 

the photovoltaic measurements show a low photon-to-current conversion ability of 

B1. Additionally, the measured dye loading parameter shows that the adsorption of 

B1 on the TiO2 electrode is not efficient. This phenomenon may be related to the 
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bulky molecule of B1 and/or the presence of only one anchoring -COOH group in 

the structure, which may decrease the binding abilities of this dye. 
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Figure 7.9. Schematic structure of dinuclear dendritic configuration of the 

tris(bipyridine)ruthenium(II) complexes named B1, B2, B3, and B4 
 

Based on the information and results obtained for the mononuclear 

tris(bipyridine)ruthenium(II) complexes as RuLp, RuLp, and RuLm discussed in 

Chapter 7.1 Zalas with his group decided to synthesize B2 and B3, and B4 molecules 

(see Fig 7.9). In consequence, the new molecules with additional -COOH anchor 

groups were designed. In molecules B3 and B4, the π-conjugated ethynyl ligands 

were replaced with phenyl (B3) or thiophene groups (B4). 

In the present subchapter electron and optical properties of the B1, B2, B3, 

and B4 molecules will be discussed. The computationally obtained data will be 

compared with the experimental results. The methodology of the performed 

calculations is the same as it was implemented for RuLm, RuLo, and RuLp 

molecules in Chapter 7.1. The geometries of the molecules were found by applying 

the total energy minimization procedure in a vacuum using the ab initio 

methodology based on the Hartree-Fock (HF) formalism available in the GAMESS 



 
Chapter 7 

STRUCTURAL AND ELECTRON PROPERTIES OF SELECTED DYES FOR DSSC 

APPLICATIONS  

164 

 

program package. The mentioned procedure was performed for molecules in the 

hexafluorophosphate (PF6
-)4 environment. Four PF6

- molecules were added to each 

of the simulated B1, B2, B3, and B4 stabilizers. Quantum chemical calculations were 

carried out applying the mix basis set. The LanL2DZ basis set was used for the Ru 

atom and the 6-31G basis set for the remaining atoms of each molecule. The 

molecular structures were optimized with the gradient convergence tolerance of less 

than 10-5 Hartree/Bohr at a restricted Hartree-Fock (RHF) level14. Equilibrated 

geometries of the molecules were found by applying the quadratic approximation 

(QA) optimization algorithm based on the augmented Hessian technique. At the end 

of the geometry search, the Hessian evaluation was performed to exclude structures 

giving the negative modes and ensure a thermodynamic equilibrium of the 

molecules. The geometries of the B1, B2, and B3 molecules were also optimized by 

applying DFT/B3LYP method augmented by the 2nd order scalar relativistic effects 

within the Douglas–Kroll–Hess (DKH2) formalism4,6,37 using the jorge-TZP-DKH 

basis set7.  

The electron and optical properties of the studied molecules were calculated 

in GAMESS for optimized structures applying the DFT/B3LYP functional. The 

mixed basis sets as the LanL2DZ for Ru and the (6-31++G**) for other atoms were 

used. The calculations were performed for molecules in the (PF6
-)4 environment. 

The RHF SCF energy convergence criterion was chosen to be 10-12 Hartree. The 

UV−vis absorption spectra were calculated using the iterative Davidson algorithm 

with an accuracy of 10-12 Hartree.  

The acetonitrile and DMF solvent effects were taken into consideration 

using the conductor-like polarizable continuum model (C-PCM)17,18. The solvent 

radii and the dielectric constants were assumed to be the same as the parameters 

collected in the GAMESS code. The UV-vis absorption spectra were also calculated 

for the structure optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method 

using the DFT/B3LYP-DKH2(jorge-TZP-DKH) method (named as DKH2/DKH2) 

in the Gaussian 16 package. 

As was mentioned above the studied B1, B2, B3, and B4 molecules have the 

same tris(bipyridine)ruthenium(II) donor groups in the dinuclear dendrimeric 

arrangement (see Fig. 7.9). They differ in the spacer nature and configuration of the 

anchoring carboxyl groups (-COOH). The B1 molecule possesses one anchoring -
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COOH group and the remaining molecules possess two anchoring groups attached 

to the phenyl moiety. All of the investigated sensitizers possess rod-like spacers. 

The B1 and B2 molecules are comprised of oligophenylene–ethynylene (OPE) 

bridges but the B3 molecule possesses phenyl as the − spacer and B4 has 

thiophene.      

It was proved that the dendritic B1 dye is less active in the DSSCs devices 

than commercially available mononuclear analogs35,38. One can conclude that a 

possible reason for the relatively poor performance of the B1 dye is the meta-

position of the -COOH anchoring group to the Ru(bpy)3
2+ moiety. A position of the 

-COOH group probably leads to poor electronic communication with the TiO2 

orbitals, as was noticed for the RuLm dye discussed in Chapter 7.1. In consequence, 

an interesting scientific goal of the study seems to be an examination of the impact 

of the -COOH group attachment position on the DSSC performance. 

The experimental UV-vis absorption spectra measured for the B1, B2, and 

B3 molecules in acetonitrile (ACN) are presented in Fig. 7.10. The spectrum of the 

B4 dye is not presented because this molecule was unsuccessfully synthesized. The 

broad bands observed for all molecules with maxima at 460 nm correspond to the 

MLCT transition, characteristic for ruthenium polypyridine complexes39,40. Also, 

the absorption bands at 250 nm belong to the MLCT transition. The absorption 

bands located at 280 correspond to the central ligands π–π⁎ electron transfer. In the 

work of Zalas and coworkers35 was specified that an additional strong band present 

at 325 nm in the B1 molecule is assigned to the extended delocalized structure of 

ligand with the anchoring group, playing the role of an antenna. In the next part of 

the work, I will try to explain the nature of this peak which is significant for the B1 

molecule and almost disappear for the B2 molecule. The first MLCT peak of the B1 

and B2 molecules located at 460 nm is shifted into the red side of the spectrum 

compared with the B3 molecule. It is probably caused by adding the phenyl group 

into the B3 molecule. The phenyl group increases the value of the molar absorption 

coefficient of B3.  
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Figure 7.10. Normalized UV-vis absorption spectra of B1, B2, and B3 molecules measured 

experimentally in ACN 

 

The calculated electron properties of the dinuclear dendritic 

tris(bipyridine)ruthenium(II) derivatives B1, B2, B3, and B4 are presented in Table 

7.6. These data are obtained for molecules optimized by the ab initio method with 

electron properties calculated at DFT/B3LYP level in a vacuum. One can see that 

the most polar are molecules B3 and B1, but the polarity of the molecules B2 and 

especially B4 is significantly lower. The first absorption peak max of the molecules 

B1 and B2 calculated in vacuum are mostly shifted into the red side region compared 

with B3 and B4. The solvent changes the position of the max shifting it into the red 

side of the spectrum for the B2 molecule. For the remaining molecules, the DMF 

causes a hypsochromic shift of the spectrum. The solvent chosen as DMF 

drastically increases the dipole moment of all molecules. 

Analyzing the contribution of the molecular orbitals to the first MLCT 

transition one can see that the main influence comes from HOMO-3 or HOMO-2 

to the LUMO transition. This occurs in a vacuum and DMF. The distribution of the 

few highest ground (HOMO-x) and lowest excited (LUMO+x) states are presented 

in Fig. 7.11 – 7.14. In these figures also the single excitation transitions creating the 

first MLCT peak are presented with the atomic orbital analysis.  One can see that 

the MLCT absorption peak of the B1 in a vacuum is based on HOMO-3 to LUMO 

and HOMO-3 to LUMO+1 transitions (see Fig. 7.11a). The mentioned transitions 
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are without any contribution from the anchoring group. In the DMF solvent, the 

spacer atom orbitals are more involved in the lowest excited molecular orbitals (see 

Fig. 7.11b). It can explain the low response of the B1 molecule in DSSC devices.  

 

Table 7.6. Electric dipole moments, positions of the absorption peaks max belonging to the MLCT 

transition, and contribution of the molecular orbitals to the selected excitations calculated by the 

DFT/B3LYP for the B1, B2, B3, and B4 molecules with (PF6
-)4 stabilizer, in a vacuum and DMF 

 environment µ (D) λmax (nm) Orbital contribution  

B1 

in vacuum 5.23 455 
HOMO-3→LUMO (53%) 

HOMO-3→LUMO+1 (33%)   

in DMF 5.47 440 
HOMO-2→LUMO (43%) 

HOMO-2→LUMO+1 (14%) 

B2 
in vacuum 4.08 454 HOMO-3→LUMO (62%) 

in DMF 6.26 468 HOMO-3→LUMO (80%) 

B3 

in vacuum 6.29 442 
HOMO-2→LUMO (65%) 

HOMO-3→LUMO (10%) 

in DMF 8.40 430 

HOMO-3→LUMO (28%) 

HOMO-4→LUMO (17%) 

HOMO-3→LUMO+1 (11%)  

B4 

in vacuum 2.66 443 HOMO-2→LUMO (63%)  

in DMF 5.75 438 

HOMO-2→LUMO (48%) 

HOMO-4→LUMO (20%) 

HOMO-4→ LUMO+2 (15%) 
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Figure 7.11. Energy diagram for the first MLCT absorption peak of B1 a) calculated by the  

TDDFT/B3LYP with (PF6-)4 stabilizer in a vacuum and b) calculated by the  TDDFT/B3LYP with 

(PF6-)4 stabilizer in DMF. Single excitation transitions creating the first MLCT peak with the atom 

orbitals analysis are presented 

 

The two anchoring -COOH groups in the case of the B2 make a significant 

impact on its excited states (see Fig. 7.12).  The LUMO molecular orbital is strongly 

separated from the other excited states. It makes electron transition to the LUMO 

orbital more privileged than it is observed for energetically higher excitations. 

Transition noticed as HOMO-3 → LUMO observed for the B2 molecule 

corresponds to the first MLCT and possesses the highest oscillator strength of all 

simulated structures. Solvent makes the separation of LUMO from other excited 
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orbitals even more significant than it was observed for vacuum. The LUMO 

localized on the anchoring group makes the B2 molecule a good candidate for DSSC 

application.   

DMF
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Figure 7.12. Energy diagram for the main absorption peak of B2 a) calculated by the  

TDDFT/B3LYP with (PF6-)4 stabilizer in a vacuum and b) calculated by the  TDDFT/B3LYP with 

(PF6-)4 stabilizer in DMF. Single excitation transitions creating the first MLCT peak with the atom 

orbitals analysis are presented 
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Figure 7.13. Energy diagram for the main absorption peak of B3 a) calculated by the  

TDDFT/B3LYP with (PF6-)4 stabilizer in a vacuum and b) calculated by the  TDDFT/B3LYP with 

(PF6-)4 stabilizer in DMF. Single excitation transitions creating the first MLCT peak with the atom 

orbitals analysis are presented 

 

In the case of B3 and B4 molecules the LUMO orbital is not separated from 

other excited molecular energy states as it is seen for B2 (see Fig. 7.13 and 7.14). 

All electron transitions observed for the B3 molecule creating MLCT peak are inner 

Ru(bpy)3 
2+ moiety transitions. In the case of B4  (Fig 7.14), the inner Ru(bpy)3 

2+ 

MLCT transition also takes place. The thiophene moiety makes an impact on 

electron separation during the excitation process. Excited electrons of the first 

transition are located on the thiophene ring. The solvent effect in molecules B3 and 

B4 causes the higher contribution of spacer molecular orbitals to the first, 
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energetically low-lying excitations. All made observations allow us to conclude that 

the molecules B3 and B4 are rather good candidates for photovoltaic applications, 

but their suspense should be worst than for the B2 molecule.  
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 Figure 7.14. Energy diagram for the main absorption peak of B4 a) calculated by the  

TDDFT/B3LYP with (PF6-)4 stabilizer in a vacuum and b) calculated by the  TDDFT/B3LYP with 

(PF6-)4 stabilizer in DMF. Single excitation transitions creating the first MLCT peak with the atom 

orbitals analysis are presented 

 

In Fig. 7.15 the first MLCT peaks of the UV-vis absorption spectra 

calculated by the TDDFT/B3LYP method for B1, B2, B3, and B4 molecules in a 

vacuum and DMF solvent are presented. One can see that the spectrum of the B1 

and B2 molecules are similar and then the one for the B3 and B4 are also similar. 

The B1 and B2 molecules give an absorption peak at 455nm, but  B3 and B4 absorb 

near 442 nm. It is in agreement with the experimental data presented in Fig. 7.10. 

One can see that the solvent shifts the absorption peak of the B2 molecule into the 

red side (bathochromic shift). All the remaining molecules exhibit a hypsochromic 

shift.   The bathochromic shift observed for the B2 molecule can be caused by charge 

transfer occurring between donor Ru(bpy)3
2+ moiety and the anchoring group. In 

addition, it can be concluded that phenyl and thiophene reduce the electron-

withdrawing properties of the donor, which causes the hypsochromic shift observed 

for B3 and B4.    

Comparing the above-discussed data one can say that B2 has the best 

properties to be used in photovoltaic applications compare with other calculated 

molecules. B1, B3, and B4 molecules have typical problem defined by charge 

transfer from donor to acceptor characterized by inner MLCT transition, with 

additional charge accumulation on phenyl or thiophene for B3 and B4, respectively. 
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Additionally, the molecule B4 is not stable structurally which was observed via the 

energy relaxation process performed during geometry optimization. Probably this 

is the reason why the problem in the synthesis of the B4 molecule appears. However, 

the shift of the photoexcited states to the spacer in the B3 molecule due to the 

interaction of the solvent may be a factor terminating the use of this dye in DSSC. 
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Figure 7.15. Normalized UV–vis absorption spectra calculated  by TD-DFT/B3LYP for the  B1, 

B2, B3, and B4 with (PF6-)4 stabilizer in a) vacuum and in b)  DMF  

 

Optical properties of the B1, B2, and B3 molecules were also calculated using 

the Douglas–Kroll–Hess (DKH2) formalism with the jorge-TZP-DKH basis set. 

These molecules were structurally relaxed by applying the DKH2 formalism. This 

methodology will be called DKH2/DKH2. Due to the complexity of these 

calculations and no experimental data, molecule B4 was not studied. These 

calculations were performed for molecules embedded in a vacuum and ACN 

solvent, according to experimental conditions.  

The spectra calculated in vacuum for the B1 and B2 molecules using the 

DKH2/DKH2 method are shown in Fig. 7.16. The spectrum calculated for molecule 

B3 has a shape very similar to the one calculated for B1. They are normalized to the 

intensity of the ILCT peak. One can see that the performed calculations well 

reproduce the experimental data. The computer simulations can well reproduce the 

position of the first MLCT peak and the ILCT peak for the B1 molecule. The MLCT 

peak calculated for the B2 molecule is spread into two peaks. To explain the nature 

and shape of the MLCT pekas for B1, B2, and B3 molecules the calculations in a 

vacuum and an ACN were performed for the narrow range of spectrum and the 

obtained data are presented in Fig. 7.17.  
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Figure 7.16. Normalized UV-vis spectra for a) B1 and b) B2 measured experimentally in ACN 

(blue line) and calculated (green line) in a vacuum using molecular structures optimized by the 

DFT/B3LYP-DKH2(jorge-TZP-DKH) method and oscillators calculated by DFT/B3LYP-

DKH2(jorge-TZP-DKH) method (DKH2/DKH2) 
 

The UV-vis absorption spectra calculated for the B1, B2, and B3 molecules 

in vacuum using the DKH2/DKH2 method possess one peak centered at 450 nm 

(see Fig. 7.17). This peak is attributed to the MLCT present for all molecules based 

on Ru(bpy)3
2+ moiety41. It is assigned to the metal-to-bipyridine ligand transition. 

In Fig. 7.16 it is marked as “inner MLCT”. For the B1 and B3 molecules, a small 

shoulder from the side of long waves in the absorption UV-vis spectrum is seen. 

This peak is more significant for the B2 molecule. Analyzing the electron transitions 

responsible for the peaks laying around 480-490 nm, one can see that they are 

associated with the metal-to-ligand transition. However, the excited electrons are 

transferred to the orbitals located at the spacer. Also the peak near 560 nm, 

significantly observed for the B2 molecule (see Fig. 7.16b and Fig. 7.17), is created 

by MLCT transfer from Ru orbitals to the spacer-based orbitals. In the present work, 

we call this transfer “external MLCT”. The peak at 480-490 nm is created by the 

transfer of electrons from HOMO-3 to LUMO and the peak at 560 nm is associated 

with the HOMO to LUMO electron transfer, but its oscillator strength is very low. 

These states are also present in B1 and B3 molecules, but their oscillator strengths 

are very low (see Fig. 7.17). One can see that solvent enhances the peaks 

responsible for the external MLCT (480-490 nm) for the B1 molecule. Under the 

influence of the solvent, the transfer of electrons from the metal to the spacer is still 

marked by very low oscillator strength for the B3 molecule. It can be explained by 

the fact that the phenyl group added to the spacer of the B3 molecules affects charge 
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transport from the donor to the acceptor moiety. The mentioned charge transfer is 

well seen for the B2 molecule. The peak responsible for the metal-to-bipyridine 

transition (inner MLCT) is not affected by the solvent for all molecules. It was also 

proved by the  EA studies performed for the B1 molecules29
.  
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Figure 7.17. Normalized UV–vis absorption spectra calculated by DKH2/DKH2 method for the 

B1, B2, and B3 molecules stabilized by the (PF6-)4 in vacuum  (black) and solvent ACN (red) 

 

The electron properties of the investigated molecules calculated by the 

DKH2/DKH2 method in a vacuum and ACN are presented in Table 7.7. Analyzing 

the electron properties, especially dipole moments of the tested molecules, it can be 

argued that they will affect the semiconductor conducting band changing the VOC 

of the photovoltaic cell differently, as was proved for the mono-ruthenium 

complexes11. The B1 and B3 molecules have very similar electric dipole moments, 

but molecule B2 possesses much lower electric dipole moments. The dipole moment 

of all molecules increases in the ACN solvent as it was observed for the DMF 

solvent (see Table 7.6). Most significantly, it is seen for the B2 molecule. In Table 

7.7, HOMO and LUMO energy values and the Eg between them are calculated for 

B1, B2, and B3 molecules, and the data are compared to experimental results. 
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Experimentally measured Eg has the lowest value for the B2. In allows us to 

conclude that the B2 will be characterized by the highest reactivity, which may 

result in the most effective adsorption of these molecules on the surface of the 

semiconductor compared with B1 and B3 molecules42. The HOMO energy of the 

investigated molecules is upshifted going through B1→B2→B3. The higher the 

energy of the HOMO, the greater the capacity to donate electrons will be. It will 

have consequences in the electron injection in DSSC devices. The additional 

anchoring group downshifts the LUMO level of the B2 compared to the B1. The 

phenyl group in the spacer moiety of the B3 upshifts the LUMO giving the highest 

value of all BX molecules. This is an important feature favoring the B3 molecule in 

photovoltaic applications even if the electron transfer is blocked by its spacer 

nature. 

 

Table 7.7. Electric dipole moments, the HOMO, LUMO, and energy gap (Eg) values obtained 

from the calculations performed at DKH2/DKH2 level in a vacuum and ACN compared with 

experimental data obtained using cyclic voltammetry (in ACN) for B1, B2, and B3 molecules 

 environment µ (D) 

calculated experimental 

HOMO 

(eV) 

LUMO 

(eV) 

HOMO 

(eV) 

LUMO 

(eV) 

B1 

vacuum 5.66 
-6.00 -3.39 

- - 
Eg = 2.61 eV 

ACN 6.23 
-5.54 -3.41 -5.71 -3.19 

Eg = 3.01 eV Eg = 2.52 eV 

B2 

vacuum 3.46 
-6.17 -3.41 

- - 
Eg = 2.76 eV 

ACN 5.60 
-5.52 -2.91 -5.62 -3.21 

Eg = 2.61 eV Eg = 2.41 eV 

B3 

vacuum 5.29 
-6.13 -3.05 

- - 
Eg =3.08 eV 

ACN 7.43 
-5.48 -2.38 -5.57 -3.04 

Eg =3.10 eV Eg =2.53 eV 

 

The discussed data are presented graphically in Fig 7.18. Comparing the 

HOMO and LUMO positions calculated for the BX molecules in a vacuum and 

ACN  one can see that the solvent shifts HOMO and LUMO into the higher energies 

for all molecules (see. Table 7.7 and Fig. 7.18). The tendencies of the HOMO and 

LUMO energy changes for the BX molecules are well reproduced by the 

calculations performed in ACN. However, discussing the values of the HOMO and 

LUMO energies one can see that experimental HOMO energy is better reproduced 

by calculations performed taking solvent into account, but the LUMO energies are 

in better agreement with the ones calculated in a vacuum. It means that the HOMO 



 
Chapter 7 

STRUCTURAL AND ELECTRON PROPERTIES OF SELECTED DYES FOR DSSC 

APPLICATIONS  

174 

 

energy is not affected by solvent as it was proved previously. Because LUMO is 

associated with orbitals located far from the Ru atom it is sensitive to the nature of 

the environment. The solvent does not change the Eg of the BX molecule 

significantly compared with vacuum-calculated data. It is also seen by analyzing 

the UV-vis spectra presented in Fig. 7.17. It can be concluded that the significant 

increase in the energy of the LUMO level of the B3 dye visible in the diagram 

compared to the B1 and B2 dyes is responsible for the hypsochromic shift of the 

MLCT band on the absorption spectrum. This observation supports the above 

conclusion about the introduction of phenyl linkers into the B3 dye structure, which 

causes the π-π* and dπ-π* transitions to occur at higher energies. In addition, the 

HOMO levels are also shifted with each modification made, but not as significant 

as the LUMO levels. 
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Figure 7.18. Energy diagrams calculated for B1, B2, and B3 molecules by DKH2/DKH2 in vacuum 

(blue line) and ACN (green line), and experimental data measured in ACN (violet line) 

 

Analyzing data presented in Table 7.8 one may see that the MLCT transfer 

occurring in the B1 molecule in vacuum is caused by HOMO-2 →LUMO+6 and 

HOMO-1 → LUMO+3 transition. The DKH2/DKH2 method creates an MLCT 

transfer involving deeper molecular orbitals than is seen in the case of DFT/B3LYP 

calculations (see Table 7.6). The DKH2/DKH2 have a problem with electron 

distribution at the ground state contrary to the DFT/B3LYP method. In the case of 

MLCT transfer, the ground state requires the electron location at Ru, but 

DKH2/DKH2 method spread them to ligands. The DHK2/DHK2 method used to 

calculate optical properties of B1 in ACN solvent reproduces the same character of 

MLCT transfer as it is obtained by DFT/B3LYP method (HOMO-2 → LUMO and 
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HOMO-2 → LUMO+1). Although the molecular orbitals taking part in the electron 

excitation are very similar to the ones calculated by DFT/B3LYP method (see Table 

7.9). One can conclude that the ACN solvent stabilizes the electrons on the Ru atom. 

Table 7.8. Positions of the absorption peaks max belonging to the MLCT transfer, and 

contribution of the molecular orbitals to the selected excitations calculated by the DKH2/DKH2 

method for the B1, B2, and B3 molecules with (PF6
-)4 stabilizer, in a vacuum and ACN 

environment λmax (nm) 

B1 
in vacuum 454 HOMO-2→LUMO+6 HOMO-1→LUMO+3 

in ACN 489 HOMO-2→LUMO HOMO-2→LUMO+1 

B2 
in vacuum 

491 HOMO-3→LUMO   HOMO-2→LUMO+3 

478 HOMO-3→LUMO   HOMO-3→LUMO+2 

in ACN 512 HOMO-3→LUMO 

B3 

in vacuum 
462 HOMO-3→LUMO+1  HOMO-3→LUMO+5 

435 HOMO-3→LUMO+5  HOMO-1→LUMO+3 

in ACN 
455 HOMO-4→LUMO+5  HOMO-3→LUMO 

448 HOMO-4→LUMO+3  HOMO-3→LUMO+5 

Table 7.9. Molecular orbitals giving a contribution to the MLCT transfer of electrons calculated 

by the DKH2/DKH2 method for B1 molecule with stabilizers (PF6
-)4 in vacuum and ACN 

Method 
HOMO-n 

(eV) 

LUMO+n 

(eV) 

λmax 

(nm) 
HOMO-n LUMO+n 

D
K

H
2

/D
K

H
2

 

HOMO-2 LUMO+6 

454 

-6.131 -2.622

HOMO-1 LUMO+3 

-6.077 -2.843

D
K

H
2

/D
K

H
2

 (
A

C
N

) 

HOMO-2 LUMO 

489 

-5.632 -2.256

HOMO-2 LUMO+1 

-5.632 -2.445

The inner MLCT peak, calculated for the B2 molecule using DHK2/DHK2 

method, is created by the strong HOMO-3 → LUMO transfer, the same as it is 

obtained for DFT/B3LYP method. Also, transition HOMO-2 → LUMO+3 has 

some contribution (see Fig. 7.10). The DKH2/DKH2 method splits the MLCT peak 

into two peaks at 491 nm and 478 nm. The solvent makes a single peak of the MLCT 

with the highest oscillator strength, from all of the calculated structures. However, 
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the critical issue for B2 calculations using DKH2/DKH2 method is the significant 

redshift noticed for MLCT transition in a vacuum as well as in ACN. In ACN 

the max is located at 512 nm but the experimentally obtained peak is noticed at 465 

nm. 

Table 7.10. Molecular orbitals giving a contribution to the MLCT transfer of electrons calculated 

by the DKH2/DKH2 method for B2 molecule with stabilizers (PF6
-)4 in vacuum and ACN 

Method 
HOMO-n 

(eV) 

LUMO+n 

(eV) 

λmax 

(nm) 
HOMO-n LUMO+n 

D
K

H
2

/D
K

H
2

 

HOMO-3 LUMO 

491 

-6.325 -3.413

HOMO-2 LUMO+3 

-6.291 -2.857

HOMO-3 LUMO 

478 

-6.325 -3.413

HOMO-3 LUMO+2 

-6.325 -2.857

D
K

H
2

/D
K

H
2

 

(A
C

N
) 

HOMO-3 LUMO 

512 
-5.678 -2.907

In the case of B3, the DKH2/DKH2 method shows the same tendencies as  

DFT/B3LYP calculations. The strong inner MLCT transition is seen here (see Fig. 

7.11). The solvent increases the charge separation, shifting it into the anchoring 

group. The charge accumulates on the phenyl located in the spacer acting as a 

charge gate. 
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Table 7.11. Molecular orbitals giving a contribution to the MLCT transfer of electrons calculated 

by the DKH2/DKH2 method for B3 molecule with stabilizers (PF6
-)4 in vacuum and ACN 

M
et

h
o

d
 

HOMO-n 

(eV) 

LUMO+n 

(eV) 

λmax 

(nm) 
HOMO-n LUMO+n 

D
K

H
2

/D
K

H
2

 

HOMO-3 LUMO+1 

462 

-6.317 -3.001

HOMO-3 LUMO+5 

-6.317 -2.615

HOMO-3 LUMO+5 

435 

-6.317 -2.615

HOMO-1 LUMO+3 

-6.226 -2.817

D
K

H
2

/D
K

H
2

  
 (

A
C

N
) 

HOMO-4 LUMO+5 

455 

-5.639 -2.096

HOMO-3 LUMO 

-5.621 -2.378

HOMO-4 LUMO+3 

448 

-5.639 -2.152

HOMO-3 LUMO+5 

-5.621 -2.096

To calculate the electron properties of the BX molecules anchored at the 

surface of the semiconductor more simple method of calculations than the 

DFT/B3LYP or DKH2/DKH2 ones is needed. As it was implemented for the RuLp 

molecule (see Chapter 7.1) also here the PM630 and PM731 semiempirical methods 
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were tested. Calculations of electron properties of the B1 molecule were performed 

for two geometries, optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) 

(DKH2) and optimized by HF method with LANL2DZ basis set for Ru and 6-31G 

for remaining atoms (HF). The results obtained for the B1 molecule are collected in 

Table 7.12. In this case, the CIS/PM6, TD/PM6, and CIS/ PM7 methods were 

tested. Analyzing these data one can see that TD/PM6 shows much better results 

than the other ones regardless of the type of optimization performed. The ILCT 

peak is well reproduced for both geometries of the B1 molecule taking into account 

the TD/PM6 method. To prove this statement UV-vis absorption spectra for the B1 

molecule were calculated in vacuum and ACN using semiempirical tested methods.  

 

Table 7.12. Main absorption peaks of MLCT and ILCT transitions calculated for B1 molecule 

using semiempirical CIS/PM6, CIS/PM7, and TD/PM6 methods for molecular geometries 

calculated at DFT/B3LYP-DKH2(jorge-TZP-DKH) (DKH2) and  HF method with LANL2DZ 

basis set for Ru and 6-31G for remaining atoms (HF) compared with experimental data 

 

In Fig. 7.19 are presented UV-vis absorption spectra calculated by using 

TD/PM6, CIS/PM6, and CIS/PM7 methods for the B1 molecule with geometry 

obtained by DKH2 (see Fig. 7.19a) and HF (see Fig. 7.19b) approach. Analyzing 

the obtained results, it can be concluded that the CIS/PM7 method gives the worst 

agreement between experimental and calculated spectra, regardless of the geometry 

of the B1 molecule used. Due to the fuzzy nature of the electron distribution around 

heavy atoms, the PM7 method too significantly shifts the spectra toward long 

wavelengths. Absorption in this case starts from 700 nm which is not true in 

experimental systems. In addition, the CIS/PM7 method does not correctly reflect 

the position of the MLCT and ILCT peaks. Therefore, the PM7 method in the CIS 

implementation will not be used for further calculations. The CIS/PM6 method 

hardly shows the shape of the MLCT peak for both DKH2 and HF geometries of 

B1. The best results are obtained by the TD/PM6 method used for structures 

optimized by the DKH2 method. In the charts, it is marked with the acronym 

HDKH2/TD/PM6(see Fig. 7.19a). These conclusions were made mainly based on 

Method of 

geometry 

optimization 

 
CIS/PM6 

(nm) 

CIS/PM7 

(nm) 

TD/PM6 

(nm) 

EXP 

(nm) 

DKH2 
MLCT 444,452 470 457,463 464 

ILCT --- 326 291 287 

HF 
MLCT 420 470 435,438 

ILCT 280 325 287 
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the analysis of the position of the MLCT and ILCT peaks. Also, the intensity of 

oscillator strength for the discussed excitations is preserved. The DKH2/TD/PM6 

method best reflects the MLCT peak, taking into account the value of the oscillator 

strength for excitations around 450 nm. Although the spectrum for HF/TD/PM6 is 

shifted to the long-wave side and the oscillator strength for the excitation at 550 nm 

is too significant. 
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Figure 7.19. Normalized UV–vis absorption spectra calculated by semiempirical methods 

TD/PM6, CIS/PM6, and CIS/PM7 for the B1 molecule stabilized by the (PF6-)2 in vacuum (black) 

optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method (DKH2) (a) and optimized by HF 

method with LANL2DZ basis set for Ru and 6-31G for remaining atoms (HF) (b) compared with 

experimental data (red  line) 

 

Table 7.13 presents molecular orbitals giving a contribution to the electron 

excitation creating the MLCT peak located at 400 – 550 nm for the B1 molecule.  

The CIS/PM7 method gives too-widespread orbitals representing the ground states 

in all considered cases. The typical Ru(pby)3
+2-based complexes should possess a 

HOMO orbital located at the Ru atom. The first excitation is from Ru-located 

orbitals to the ligand. In the case of the B1 molecule calculated by CIS/PM7 and 

optimized by DKH2 and HF methods, some metal-to-metal transitions are shown. 

This may be the reason why the CIS/PM7 method cannot be used to calculate the 

optical properties of ruthenium molecules. The CIS/PM6 method gives a quite good 
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description of studied molecular orbitals but the doublet observed at 435 and 438 

nm obtained by TD/PM6 correspond better to the experimental data.   

Table 7.13. The molecular orbitals accessing the electron excitations corresponding to the MLCT 

peaks calculated by the TD/PM6, CIS/PM6, and CIS/PM7 for the B1 molecule optimized by the 

DFT/B3LYP-DKH2(jorge-TZP-DKH) (DKH2) and HF method with LANL2DZ basis set for Ru 

and 6-31G for remaining atoms (HF) 
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In Fig. 7.20 the UV-vis absorption spectra measured experimentally for the 

B1 molecule and calculated by DKH2 and semiempirical methods for the structure 

optimized at DKH2 and HF method are presented. One can see that the best method 

to reproduce the UV-vis absorption spectra is DKH2/DKH2 method. 

Unfortunately, it is a very time-consuming approach to calculate the physical 

properties of hybrids in the future. The HF/TD/PM6 method shifts the absorption 

spectrum too much to the red side of the spectrum. In this case, the best results are 

given by the DKH2/TD/PM6 method.  

Figure 7.20. Normalized UV-vis absorption spectra calculated in vacuum by the DFT/B3LYP-

DKH2(jorge-TZP-DKH) method for B1 molecule optimized by DFT/B3LYP-DKH2(jorge-TZP-

DKH) method (DKH2/DKH2), calculated by TD/PM6 method for the molecule optimized by 

DFT/B3LYP-DKH2(jorge-TZP-DKH) method (DKH2/TD/PM6), and calculated by TD/PM6 

method for molecule optimized by HF method with LANL2DZ basis set for Ru and 6-31G for 

remaining atoms (HF/TD/PM6) compared to the experimental results. The molecular orbitals 

accessing the electron excitations corresponding to the MLCT and ILCT peaks calculated at 

HF/TD/PM6 level 

In the case of B2 the best data are given by the HF/TD/PM6 (see Fig.7.21) 

with not-so-diffused spectra into long wavelength as it is given by the 

DKH2/TD/PM6 method, and significant oscillator strength of excitations located 

in inherent places. The DKH2/TD/PM6 performed calculations show that the 
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oscillator strength of transition near 600 nm is bigger than near 475 nm. This fact 

makes the DKH2/TD/PM6 simulation of the B2 completely incorrect compared 

with the experiment.  
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Figure.7.21. Normalized UV–Vis absorption spectra calculated by semi-empirical method 

TD/PM6, CIS/PM6, and CIS/PM7 for the B2 molecule stabilized by the (PF6-)2 in vacuum (black) 

optimized by the DFT/B3LYP-DKH2(jorge-TZP-DKH) method (DKH2) (a) and optimized by HF 

method with LANL2DZ basis set for Ru and 6-31G for remaining atoms (HF) (b) compared with 

experimental data (red)  

 

The MLCT peak of the B3 molecule calculated by DKH2/TD/PM6 is 

comparable to B3 HF/TD/PM6 data (Fig 7.21b), but the main issues are in detail. 

Experimental data give the most important peak at 470 nm, and in the case of 

HF/TD/PM6 and DKH2/TD/PM6, this peak is located at 456 nm and  447 nm, 

respectively. Also, the DKH2/TD/PM6 method gives a more diffused spectrum. For 

those reasons, the HF/TD/PM6 method will be used as the base model for future 

simulation of the B3. 

Molecular orbitals taking part of the ground and excited state assigned to 

the MLCT transfer calculated by HF/TD/PM6 method for the B2 and B3 are 

presented in Table 7.14. They are very similar to the ones calculated by 

DKH2/DKH2. It confirms the suggestion that the TD/PM6 method can be used in 

the future to calculate the electron and optical properties of hybrids based on the B2 

and B3 molecules discussed in Chapter 8. In this case, the best molecular geometry 

will be the one optimized by the HF method contrary to the B1 dye where the 

molecule should be optimized at the DKH2 level.   

One can conclude that in future calculations taking into consideration Bx-

based hybrid materials the TD/PM6 method will be used to calculate their electron 
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and optical properties. The B1 molecule will be taken into account in geometry 

optimized at the DKH2 level. The B2 and B3 molecules will be considered with 

geometry optimized by the HF method. 

Table 7.14. Electron properties of the B2 and B3 molecules calculated by the semiempirical 

method TD/PM6 for the structures stabilized by the (PF6-)2 in a vacuum with geometry optimized 

by the HF method 

B2  HF/TD/PM6 B3  HF/TD/PM6 

max(nm)

(oscillator

strength)

Ground state Excited state 
max(nm)

(oscillator

strength)

Ground state Excited state 

448 

(0.129) 

447 

(0.173) 

7.3. D102 and D149-based molecules with different anchoring 

groups. 

 To study the influence of the anchoring groups on the charge transfer 

occurring between the dyes and semiconducting oxide the indoline-based molecules 

were studied. In this case, two commercially available molecules were chosen, 

namely D102 and D149. These molecules were extended by two groups: catechol 

and phthalate moieties joined to the dye by the amide group (1) or directly (2) to 

the thiazol. Structures based on the D102 and D149 molecules are presented in Fig. 

7.22 and Fig 7.23, respectively. The I_D denotes the indoline part of the D102 and 

D149 molecules attached to the catechol or phthalate moiety. 

Calculations procedure for the metal-free selected indoline dyes based on 

D102 and D149 structures were performed similarly to the ones described for Ru- 

based dyes with few main differences. 

1) In these structures are only light atoms and their geometry relaxations were

carried with the 6-31G basis set for all atoms.
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2) Optical properties of the selected indoline dyes were calculated in a vacuum and 

DMF using TDHF and TDDFT methods with B3LYP and LC-BLYP 

functionals. In this case, the 6-31++G** basis set was used. 
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Figure 7.22. Schematic structures of the four new dyes, based on D102 
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Figure 7.23. Schematic structures of the four new dyes, based on D149 
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The chosen methods of calculations were tested on the D102 and D149 

molecules calculating their UV-vis absorption spectra in a vacuum. As was 

predicted for the Ru-based molecules discussed in Chapters 7.1 and 7.2 the 

DFT/B3LYP method gives better results than the DFT/LC-BLYP functional. The 

LC-BLYP functional shift the absorption spectra of the D102 and D149 molecules 

into the shorter wavelength of the spectrum than the DFT/B3LYP. The 

DFT/B3LYP method gives the first absorption peak calculated in vacuum at 447 

nm and 489 nm for the D102 and D149 molecules, respectively. The first absorption 

peak measured for D102 and D149 in tert-butyl alcohol/acetylonitryl (1/1) solvent 

is located at 503 nm and 532 nm, respectively43. In consequence, all further 

calculations of the UV-vis spectra in vacuum and DMF were performed applying 

the DFT/B3LYP method. 

In Fig. 7.24 the UV-vis absorption spectra calculated in vacuum and DMF 

solvent by DFT/B3LYP method for D102-based molecules are presented. One can 

see that the broad absorption band located between 300 nm and 400 nm for the 

D102 molecule has the same position for all of the investigated D102-based 

structures. The position of this band is not affected by the solvent. The first 

absorption peak corresponding to the HOMO→LUMO transition is very intensive 

for all molecules and is sensitive to the solvent. This peak is separated from other 

excitations and the solvent effect moves it more than 50 nm into the red side of the 

spectrum for all molecules.  

In Table 7.15 electron parameters calculated for the D102 modified 

structures are presented. One can see that modification of the D102 molecule shifts 

its first absorption peak max into a longer wavelength. It is seen for the molecules 

calculated in a vacuum as well as in DMF. The presence of the amide group 

increases the electric dipole moment of the D102 derivatives (D102+catechol (1) 

and D102+phthalate (1)). One can also notice that both anchored groups in case (1) 

and case (2) decrease the HOMO-LUMO energy difference (EHOMO-LUMO). 

Concluding one can say that the newly designed molecules become less transparent 

(see Fig. 7.24) and more polar (except D102+catechol (2)). The DMF solvent 

increases the polarizability of all molecules and also decreases their EHOMO-LUMO. 

The modification of the anchoring group changes the energy of the HOMO and 

LUMO simultaneously. The selected solvent slightly freezes the HOMO energy 
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positions shifting the LUMO position into lover energy. These changes caused by 

the modification of the anchoring group in the D102 do not favor these molecules 

for photovoltaics.  
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 Figure 7.24. UV–vis absorption spectra calculated by TDDFT/B3LYP for D102-based 

molecules in vacuum (black) and in DMF (red) 

    

Table 7.15. Electron parameters calculated by DFT/B3LYP method for D102-based molecules 

with different anchoring groups 

Molecule Environment 
HOMO 

(eV) 

LUMO 

(eV) 

∆EHOMO-LUMO 

(eV) 

Dipol  

moment 

(D) 

λmax 

(nm) 

D102 
in vacuum -5.34 -2.34 3.00 8.71 447 

in DMF -5.27 -2.55 2.72 11.83 508 

D102+catechol 

(1) 

in vacuum -5.42 -2.54 2.88 10.72 464 

in DMF -5.25 -2.63 2.62 14.73 527 

D102+catechol 

(2) 

in vacuum -5.27 -2.42 2.85 8.09 479 

in DMF -5.32 -2.59 2.73 10.33 543 

D102+phthalate 

(1) 

in vacuum -5.55 -2.72 2.83 13.45 473 

in DMF -5.27 -2.66 2.61 16.99 530 

D102+phthalate 

(2) 

in vacuum -5.13 -2.54 2.59 11.31 490 

in DMF -5.16 -2.62 2.54 13.61 552 

 

In Table 7.16 the frontier orbitals of the D102-based molecules are 

presented. One can see that mostly separated HOMO from LUMO orbitals are 

observed for pristine D102 molecules. The change of the anchored group from -

COOH into catechol or phthalate moves the LUMO into lower energy. It is seen for 

all molecules. The observed situation will not give benefits in DSSC application. 
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Table 7.16. Frontiers orbitals calculated by DFT/B3LYP method for D102-based molecule with 

different anchoring groups 
 Environment HOMO LUMO 
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Calculations, as described above, were performed also for the D149-based 

structures. These structures are also augmented by catechol and phthalate groups 

with and without amide moiety. The D149 dye is more polar than the D102 

molecule and also the electron dipole moments of the new derivative of the D149 
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(see Table 7.17) are much higher than the values predicted for the D102-based 

structures (see Table 7.15). The performed modifications increase the dipole 

moment of D149 except for the catechol (2) which decreases the dipole moment of 

the D149 dye as it was observed for the D102. The solvent effect increases the 

dipole moment for all molecules based on D149.  The catechol (2) and phthalate 

(2) move the first absorption peak according to the hypsochromic shift. The spacer 

with amide group (D149+catechol (1) and D149+phthalate (1)) moves the spectra 

in the read direction. It is also valid for the DMF solvent. 

 

Table 7.17.  Electron parameters calculated by DFT/B3LYP method for D149-based molecules 

with different anchoring groups. 

Molecule Environment 
HOMO 

(eV) 

LUMO 

(eV) 
∆EHOMO-LUMO 

(eV) 

Dipol  

moment 

(D) 

λmax 

(nm) 

D149 
in vacuum -5.32 -2.48 2.84 11.37 489 

in DMF -5.17 -2.59 2.58 14.90 549 

D149+catechol 

(1) 

in vacuum -5.37 -2.57 2.80 15.31 492 

in DMF -5.18 -2.60 2.58 20.59 549 

D149+catechol 

(2) 

in vacuum -5.21 -2.32 2.89 9.41 481 

in DMF -5.12 -2.49 2.63 13.09 539 

D149+ phthalate 

(1) 

in vacuum -5.44 -2.68 2.76 13.68 498 

in DMF -5.19 -2.62 2.57 17.38 552 

D149+ phthalate 

(2) 

in vacuum -5.31 -2.46 2.85 11.52 487 

in DMF -5.15 -2.55 2.60 15.45 546 

 

The frontier orbitals HOMO and LUMO of the D149 are located in the 

middle of the molecular structure (see Table 7.18). Also, the modification of the 

anchoring group does not change significantly the HOMO and LUMO distribution. 

It is confirmed by the shape of the UV-vis absorption spectra (see Fig. 7.25). For 

all derivatives of the D149, the obtained UV-vis absorption spectra are the same. It 

confirms that the anchoring groups do not participate in the first electron 

excitations. The obtained results for the D149 derivatives confirm that the 

anchoring groups will not change the optical properties of the newly created 

molecules. Also one can conclude that the anchoring groups do not have any 

contribution in LOMO orbitals favorably influencing the possible charge transfer 

from the dye to the semiconductor in DSSC devices. The chosen D102 and D149 

derivatives are not good candidates to propose their modification by the catechol 

and phthalate groups to be used in photovoltaics.   
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Table 7.18. Frontier orbitals calculated by DFT/B3LYP method for D149-based molecules with 

different anchoring groups 
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Figure 7.25. UV–vis absorption spectra calculated  by TDDFT/B3LYP for D149-based molecules 

in vacuum (black) and in DMF (red) 

7.4. Conclusions 

In the presented Chapter the electron and optical properties of the selected 

Ru-based molecules as well as D102 and D149 derivatives were investigated 

computationally and the obtained results were compared with experimental data. 

These molecules were studied in the context to be used as dyes for the DSSC 

applications with titanium dioxide (TiO2) structures as anodes. In this case, special 

attention was paid to their UV-vis absorption spectra and frontier orbitals 

distribution. The performed work also aimed at searching for the best computational 

method to calculate the electron and optical parameters of hybrid materials based 

on studied dyes and TiO2.   

As a consequence of performed calculations was shown that the Ru(bpy)3
2+-

based molecules should be modeled with PF6
- structures as stabilizers. It concerns 

the geometry optimization procedure as well as the electron and optical properties 

calculations. The PF6
- structures prevent distortion of the Ru(bpy)3

2+ moiety.

Modification of the Ru(bpy)3
2+ structure by the spacer and anchoring group does 

not change the geometry of the Ru environment. Therefore two kinds of Ru-based 

molecules were investigated. One group with a single Ru(bpy)3
2+ structure 
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possessing –COOH anchoring group in meta-, orto- or para-position to the spacer, 

and the second group of dendrimeric molecules with two Ru(bpy)3
2+ structures in 

each molecule with one (B1) or two anchoring -COOH groups (B2, B3, B4).  

Was shown that alteration of the -COOH group connection from the meta- 

or ortho-isomer into para-position improves charge separation occurring between 

HOMO and LUMO orbitals of the studied dyes. In consequence, it allows for 

forming the intramolecular charge transfer (ICT) occurring in the para-series of 

dyes and can facilitate higher electron injection from the photoexcited dye into the 

conduction band of the TiO2. The LUMO orbital of the RuLp molecules (para-

position of -COOH) spreads along the molecule and is located at the spacer and 

anchor group. The position of the LUMO orbital at the -COOH group favors the 

charge transfer from the dye molecule into the semiconducting material. The 

calculations point out that the RuLp molecules should be potentially suitable for 

sensitizing semiconductors in DSSCs devices. 

The modification of the Ru(bpy)3
2+-based molecules from one Ru-moiety to 

a dendrimeric structure does not change their optical properties drastically. The 

MLCT-associated peak, located close to 450 nm, characteristic for Ru(bpy)3
2+-

based dyes stays frozen.  The BX molecules have the absorption peak shifted a little 

bit in the red side of the spectrum compared with RuLp, RuLm, and RuLo dyes. 

These peaks are associated with the HOMO-to-LUMO transition but their oscillator 

strengths are very low. The changes made in the spacer structure of the B3 molecule 

increase the value of its molar absorption coefficient.  

In the B2 molecule, its LUMO orbital is strongly separated from the other 

excited states. It makes electron transition to the LUMO orbital more privileged 

than it is observed for energetically higher excitations. Transition noticed as 

HOMO-3 → LUMO observed for the B2 molecule corresponds to the MLCT-

associated peak and possesses the highest oscillator strength of all simulated 

structures. Solvent makes the separation of LUMO from other excited orbitals even 

more significant than it was observed for vacuum. The LUMO localized on the 

anchoring group makes the B2 molecule a good candidate for DSSC application.  In 

B1, B3, and B4 molecules the MLCT transfer occurs at Ru(bpy)3 
2+ moiety. The 

solvent has a small impact on shifting excited states to the anchoring group and 

these transitions are characterized by small oscillator strength. The solvent effect in 
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molecules B3 and B4 causes the higher contribution of spacer molecular orbitals to 

the first, energetically low-lying excitations. All made observations allow us to 

conclude that the molecules B3 and B4 are rather good candidates for photovoltaic 

applications, but their suspense should be worst than for the B2 molecule. 

Was proved that the best agreement between computational and 

experimental data was obtained by calculating the properties of Ru(bpy)3
2+-based 

molecules at DKH2/DKH2 level. Unfortunately, the mentioned method is very time 

and memory-consuming and cannot be used for the big atom system. Therefore the 

semiempirical methods were tested. In conclusion, one can say that the TD/PM6 

method can be used to calculate the optical properties of the RuLp molecules as 

well as BX molecules adsorbed on the surface of TiO2. 

To check the influence of anchored groups on the electron and optical 

properties of dyes the commercial D102 and D149 molecules were augmented by 

catechol or phthalate moiety. The performed calculations show that the proposed 

modifications do not give significant changes in improving the properties of dyes 

in the desired direction.  

Concluding, one can say that the RuLp, B2, and B3 molecules can be used 

to study their photovoltaic properties based on TiO2 semiconductor.  
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Chapter 8 

STRUCTURAL AND ELECTRONIC PROPERTIES OF 

SELECTED DYES/TiO2 HYBRIDS 

 

Photoconversion efficiency of the TiO2-based DSSCs depends, among 

others, on the sensitizers anchored to the semiconductor layers. As was presented 

in Chapter 7, one of the critical properties of the sensitizers is their anchoring groups 

making a stable connection between dyes and the TiO2 nanostructure. In the present 

Chapter, the influence of the dyes on the efficiency of the DSSCs will be presented. 

In this case, the quantum chemical simulations on the structural, electron, and 

optical properties of the TiO2-based hybrids were performed and discussed. As the 

dyes, the Ru-based molecules described in Chapter 7, were chosen. The modeled 

semiconductors were based on nanostructures presented in Chapter 6. 

Modeling of the hybrid materials should be performed based on the 

simulation model defining the dye/semiconductor connection including its 

geometry relaxation. In addition, the optical properties prediction should be based 

on the approximation development necessary to calculate the electron properties of 

many-electron systems possessing metal ions. In this case, the developed model 

should have a few critical issues. The TiO2 cluster must be structurally minimized 

in size keeping the electron nature of native semiconductors to prevent time-

consuming calculations. The geometry of the Ru(bpy)3
2+ based dyes must be 

protected during the structural relaxation of the hybrids. As it was mentioned in 

Chapter 7, the geometry of the Ru environment is very important in the case of their 

electron property calculations. The correctness of the developed calculation model 

was examined by comparing the obtained results with experimental data.  

  

8.1. Structural and electron properties of BX/TiO2 hybrids 

As was presented in Chapter 7.2 the molecules B1, B2, and B3 (called BX) 

can be used as the dyes in DSSC applications. There was proved that the quantum 
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chemical calculations, applying the DKH2/DKH2 methodology, give very good 

results concerning the structural and electron properties of the studied molecules. 

Unfortunately, these calculations make simulations extremely long. In 

consequence, the DKH2/DKH2 method cannot be used to study computationally 

the hybrid structures due to their huge amount of electrons. In this case, the less 

demanding method, giving the data in good agreement with experimental results 

should be found.    

Firstly, the studied hybrid systems were built based on the (TiO2)49 spherical 

clusters. The size of the cluster was proposed according to the simulations discussed 

in Chapter 6. Attaching the BX molecules to the (TiO2)49 clusters makes the hybrids 

too important in size and electron number, that the quantum chemical calculations 

for these systems are impossible applying ab initio HF or DFT methods. In 

consequence, the PM61 and PM72  semi-empirical methods were examined. The 

main advantages of those methods are their efficiency in many-electron system 

investigations. However, the main disadvantage of semiempirical computations is 

the incorrect description of Ru and Ti electron configuration. These methods 

destroy the surface of the TiO2 clusters during their structure relaxation procedure. 

Freezing the atoms on the surface of the cluster also does not give good results. 

Additionally, the obtained geometries do not possess realistic electron properties. 

In consequence, the other cluster model should be chosen.  

Was decided to study hybrid structures based on (101) nanosheets of 

anatase3. The two clusters were chosen to be used in simulations: (TiO2)28H15 and 

(TiO2)35H15 with radius lengths 7 and 8 Å, respectively. The construction of these 

clusters was described in Chapter 6.3. Other there mentioned clusters such as 

(TiO2)42H12 and (TiO2)51H26 were not even tried to be used as components of 

hybrids due to their size and the difficulty of their quantum chemical calculations.  

Unfortunately, also in this case, the geometry optimizations of the BX/TiO2 

hybrids performed by semi-empirical methods do not give good results. The 

geometries of the Ru(bpy)3
2+-based structures, relaxed semiempirically, were 

destroyed. Also freezing of the Ru(bpy)3
2+ part of the dyes did not give appropriate 

results. These calculations were very complicated according to the SCF 

convergence and the obtained data were not satisfactory compared with 

experimental results.     
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As a result of many trials, was decided to implement the model of dye/TiO2 

based on the (TiO2)28H15 semiconductor and the benzene attached to the 

semiconductor surface by the –COOH group. The chosen structure anchored at the 

surface of the TiO2 represents the spacer and the anchoring group of the BX dyes. 

The idea of the implemented model was to optimize the geometry of the constructed 

structure named model/(TiO2)28H15 in search of the optimal interconnection 

between the semiconducting cluster and dye. After geometry relaxation, the BX 

molecule was substituted instead of the benzene present in the model/(TiO2)28H15 

structure. The substitution was done by overlapping the benzene of the 

model/(TiO2)28H15 system and the benzene of the BX dye. The B1 molecule taken 

into consideration possess the geometry optimized by DKH2 and the B2 and B3 

molecules have geometry optimized by ab initio/HF formalism, as it was proposed 

in Chapter 7. The proposed methodology to model the geometry of the 

dye/semiconductor anchoring group is new and it was never used before by any of 

the research groups. There are known cases in the literature where the structure of 

the dye/semiconductor is not optimized taking them for quantum chemical 

calculations. There the hybrids are built by simple attachment of the dye to the 

surface of the semiconductor4,5,6,7. After preliminary research, it can be concluded 

that the implemented approach gives correct results. 

Full atom optimization of the model/(TiO2)28H15 was performed by the 

GAMESS program package8,9. The model/(TiO2)28H15 structures were built in a 

vacuum using ACD/ChemSketch, an integrated software package from Advanced 

Chemistry Development, Inc. The lowest total energies of the model/(TiO2)28H15 

were searched with C1-defined symmetry in a vacuum using the HF formalism 

implemented in GAMESS. The calculations were made by applying 6-31G basis 

sets for all atoms. The minimum of the potential energy surface was calculated at a 

restricted Hartree-Fock (RHF) level10. Optimal geometries of the 

model/(TiO2)28H15 were found by applying the quadratic approximation (QA) 

optimization algorithm based on the augmented Hessian technique11. The gradient 

convergence tolerance was equal to 10-5 Hartree/Bohr. At the end of the geometry 

optimization, the Hessian evaluation was performed to exclude structures giving 

the negative modes and ensure a thermodynamic equilibrium of the 

model/(TiO2)28H15. In consequence, the three possible connections of the 
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model/(TiO2)28H15 were obtained (see Fig. 8.1). The obtained bond types are named 

as follows: Type 1, Type 2, and Type 3. 

 

 

 

 

 

a) 

 

 

 

   

 

 

b) 

 

 

 

 

 

 

c) 

 

Figure 8.1. Structure of the (TiO2)28H15 cluster with benzene attached to the semiconductor by -

COOH anchoring groups in various configurations (in two different perspectives) a) single 

connection (Type 1) b) double connection with one privileged anchor of the -COOH (Type 2) and 

c) strong double connection (Type 3). (Ti—green, O—red, C—grey, and H—white color). 

 

The bond of Type 1 is a single connection occurring between dye and 

(TiO2)28H15 (Fig. 8.1a). The lengths of the created two O-Ti distances between the 

dye and semiconductor are equal to 2.170 and 2.149 Å. The molecule B1 can be 

anchored to the TiO2 cluster only in this way because the B1 molecule possesses 

only one –COOH anchoring group. However, the B2 and B3 molecules can be also 
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anchored on the surface of the TiO2 in this way. The second –COOH anchoring 

group of the B2 and B3 dyes will be not active in this case. Additionally, the B2 and 

B3 molecules can be attached to the semiconductor by bonds of Type 2 and Type 3.  

The connection of Type 2 (Fig. 8.1b) and Type 3 (Fig. 8.1c) possess two -

COOH anchoring groups active in the deposition process of dye on the surface of 

the semiconductor. The Type 2 connection gives one oxygen incorporated into the 

TiO2 anatase structure, making this arrangement privileged. The O-Ti bond in this 

case are symmetrical and their lengths are equal to 2.090 Å. The occurring second 

weaker dye/semiconductor connection is not symmetrical and its O-Ti bonds are 

equal to 2.240 and 2.290 Å. These distances are the longest ones from all bonds 

occurring between the dye and TiO2 cluster. In connection with Type 3 both –

COOH anchoring groups are strongly bounded to the TiO2 cluster. The O-Ti bonds 

in this case are equal to 2.068 and 2.153 Å, as well as 2.147 and 2.117 Å. So close 

distance between dye and semiconductor can create an appropriate situation for 

charge transfer occurring between both structures. 

In Table 8.1 the total energies of the simulated model/(TiO2)28H15 structures 

are collected taking into account three predicted types of bonds. Analyzing the total 

energy per atom one can see that the model/(TiO2)28H15 structure with bonds of 

Type 1 is the most stable one and in consequence the most probable. However, one 

can see that the structures with bonds of Type 2 and Type 3 possess energy 

insignificantly higher. It means that these two types of structures also can exist.   

 

Table 8.1. Structural stability of the selected hybrid structures presented in Fig 8.1 possessing 

bonds mentioned as Type 1, Type 2, and Type 3. 

 
 Type 1 Type 2 Type 3 

Total energy (Hartree) -28375.4 -28562.2 -28562.3 

Number of atoms 111 113 113 

Energy per atom (Hartree) -255.63 -252.8 -252.8 

 

The three obtained structures (see Fig. 8.1) were used to build the 

BX/(TiO2)28H15 structures. Then for each of them, their electron properties were 

calculated using TD/PM6 method12. In Chapter 7 was proved that it is the less 

demanding method that can reproduce the properties of BX dyes. Chapter 6 also 

shows that the TD/PM6 method can be used to predict the electron properties of the 

TiO2 clusters.  
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 Figure 8.2. The UV-vis absorption spectra calculated by TD/PM6 method for a) 

(TiO2)28H15 cluster, b) for B1 dye in a vacuum, and c) for B1/(TiO2)28H15 hybrid possessing Type 1 

connection 

 

The UV-vis absorption spectra of hybrids based on BX dyes and (TiO2)28H15 

were calculated in Gaussian 16 program package13,14 applying TD/PM6 method.  

The SCF convergence criterion was equal to 10-12 Hartree. The calculations were 

performed at a restricted Hartree-Fock (RHF) level10. One can see that the 

(TiO2)28H15 cluster does not absorb visible light (see Fig. 8.2a). The max of the 

absorption is equal to 300 nm. It is in agreement with the experimental data 

referring to Eg = 3.84 eV obtained for (101) nanosheet of the TiO2
3. One can see 

that the oscillator strengths of observed excitations are not significant. The UV-vis 

absorption spectra were also calculated by TD/PM6 method for the B1 molecule 

with geometry optimized by the DKH2 method. In this case, the 160 excited states 

were calculated. One can see that the DKH2/TD/PM6 method can reproduce the 

first MLCT peak observed for B1 dye, also, the strong ILCT peak located near 291 

nm is seen (see Fig. 8.2b). The small peaks occurring near 520 nm and 600 nm 

possessing small oscillator strength are the major error of the TD/PM6 method. 

However, they are insignificant and one can conclude that the proposed 

semiempirical method can be used to calculate the electron properties of the 

proposed hybrids. 
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The UV-vis spectrum calculated for the B1/(TiO2)28H15 hybrid is very 

similar to the spectrum of B1 (see Fig. 8.2c). One can conclude that the low energy 

laying absorption peaks are created by the B1 molecule. In this case, the TiO2 cluster 

does not affect the UV-vis spectra of the constructed hybrid. The first MLCT 

broadband consists of two peaks at 455 nm (oscillator strength f=0.149) and 451 

nm (oscillator strength f=0.148). These peaks correspond to the MLCT band 

observed for the B1 molecule. They are associated with the presence of two 

Ru(bpy)3 donor groups. The contributions of the molecular orbitals to the two 

mentioned transitions are presented in Fig. 8.3. Two electron transitions have a 

contribution to each transition. The ground state of both transitions associated with 

a wavelength of 455 nm is located at Ru(bpy)3 and their excited states are located 

at the spacer of the dye (see Fig. 8.3a). The excited state of the second transition is 

more extended to the semiconducting cluster. The calculated charge transfer from 

the dye to the cluster associated with excitation at 455 nm shows a 2.9 % of electron 

transfer to the cluster. The peak at 451 nm is created by a similar transition coming 

from the second Ru(bpy)3 (see Fig. 8.3b). In this case, charge transfer between dye 

and cluster is very low possessing a value of 0.4 %.  

In Fig. 8.4 are presented UV-vis absorption spectra calculated by TD/PM6 

for B2/(TiO2)28H15 and B3/(TiO2)28H15 possessing bond of Type 1 and their 

components. In this case, the B2 and B3 molecules optimized by the HF method 

were used. In Chapter 7 was proved that the TD/PM6 method better reproduces 

UV-vis absorption spectra for these geometries than for the geometries obtained by 

the DKH2 method. Analyzing the obtained spectra one can conclude that they have 

the same tendency as was observed in the case B1/(TiO2)28H15 hybrid (see Fig. 8.2). 

In the visible region of the spectrum, the main absorption peaks are created by dyes. 

The TiO2 cluster affects the nature of peaks located in the region of the first MLCT. 

Contrary to the B1/(TiO2)28H15 hybrid, the B2/(TiO2,)28H15 possessing connection of 

Type 1 exhibits a significant single transition in the MLCT region located at 454 

nm (oscillator strength f=0.154).  The B3/(TiO2)28H15 connected by Type 1 posses 

transition at 462 nm (f=0.132) belonging to MLCT transfer and peak at 455 nm 

belonging to the inner MLCT.  



a)

λ=455 nm
 (f=0.149) 

λ=451 nm
 (f=0.148) 

Figure 8.3. M
olecular orbitals contributing to the ground and excited states of excitation at 455 nm
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 calculated by using TD
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ethod for the B
1 /(TiO

2 )28  
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een dye and sem
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Figure 8.4. The UV-vis absorption spectra calculated by TD/PM6 method for a) (TiO2)28H15 

cluster, b) for B2 dye in a vacuum, c) for B3 dye in a vacuum, d) for B2/(TiO2)28H15 hybrid, and e) 

for B3/(TiO2)28H15 hybrid possessing bond of Type 1 

 

Fig. 8.5 presents molecular orbitals contributing to the ground and excited 

states of excitation at 454 nm for B2/(TiO2)28H15 and at 462 nm for B3/(TiO2)28H15 

calculated by using TD/PM6 method. Between the dye and TiO2 cluster the Typ 1 

bond is created. The excitation at 454 nm calculated for B2/(TiO2)28H15 is created 

by two transitions (see Fig. 8.5a). In both situations, electrons transfer from the Ru 

atom to the external ligands is observed. The major part of orbitals creating an 

excited state of transition at 454 nm is located on the dye near the anchoring group. 

In this case, the 2.63 % transfer of electrons from dye to TiO2 cluster is noticed. 

The orbitals contributing to the ground and excited states of excitation at 462 nm 

for B3/(TiO2)28H15 are presented in Fig. 8.5b. Also here, in both contributing 

electron transitions, electrons go from the Ru atom to the external ligands. In this 

case, the stronger electron injection into the TiO2 cluster equal to 13.70 % is 

observed. Based on data presented in Fig. 8.3 and 8.5 one may conclude that the 

best photoexcited charge transfer between BX dyes and TiO2 cluster bonded by 

connection of Typ 1 occurs for B3/(TiO2)28H15 hybrid (13.70 %). For the 

B1/(TiO2)28H15 and B2/(TiO2)28H15, these values are much lower possessing values 

of 2.91 % and 2.63 %, respectively. 
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    The UV-vis absorption spectra calculated for B2 and B3-based hybrids 

with the connection between dyes and semiconductor of Type 2 are very similar to 

those possessing the bonds of Type 1, discussed above. Fig. 8.6 presents molecular 

orbitals contributing to the ground and excited states of excitation at 456 nm for 

B2/(TiO2)28H15 and at 463 nm for B3/(TiO2)28H15 calculated by using the TD/PM6 

method. Between the dye and TiO2 cluster the Typ 2 bond is created. In both cases, 

the transfer of electrons from the Ru to the external ligand is observed. In the case 

of the B2/(TiO2)28H15 the privileged transfer through “meta” bounded B2 to TiO2 is 

observed (see Fig. 8.6a, bottom panel). The electron transfer occurring between B2 

and TiO2 cluster is equal to 16.75 %. This effect is not seen for the B3/(TiO2)28H15 

structure (see Fig. 8.6b). In this case, the photoexcited electrons are accumulated 

on phenyl spacer moiety allowing electron transfer from B3 to TiO2 cluster equal to 

16.15 %. Analyzing these data one can conclude that the double anchoring group 

creating Type 2 bonds in Bx/(TiO2)28H15 hybrids favor electron transfer from dye 

to semiconductor.  

 In Fig. 8.7 the molecular orbitals contributing to the ground and excited 

states of excitation at 468 nm for B2/(TiO2)28H15 and at 467 nm for B3/(TiO2)28H15 

calculated by using the TD/PM6 method are presented. Between the dye and TiO2 

cluster the Typ 3 bonds are created. Previously this kind of bond was called “strong” 

which is to be understood that the two Ti-O bonds in both legs are short, with the 

same length, and they are symmetrical. The bonds of Type 3 show some advantages 

giving more closely localized dyes to semiconducting clusters than those observed 

for bonds of Type 1 and Type 2. The bond of Type 3 has a positive effect on charge 

transfer from B2 to the cluster giving electron injection equal to 22.43% (see Fig. 

8.7a) for the excitation at 468 nm (f=0.112). However, B3/(TiO2)28H15 shows a 

significant decrease in charge transfer to 6.01% for the peak at 467 nm (f=0.083). 

Two electron transfers contribute to mentioned excitation (see Fig. 8.7b). In both 

cases, the localization of photoexcited electrons is observed at the phenyl group of 

the spacer. It seems that the phenyl present in the spacer of the B3 molecule works 

like a blocker of phototransferred electrons from dye to TiO2.   
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λ=456 nm

 (f= 0.155)                                                                                                                λ=463 nm
 (f=0.167) 

Figure 8.6. M
olecular orbitals contributing to the ground and excited states of excitation at 456 nm

 for B
2 /(TiO

2 )28 H
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a)                                                 =468 nm (f=0.112) 

 

 

   

b)                                               =467 nm (f=0.083) 

Figure 8.7. Molecular orbitals contributing to the ground and excited states of excitation 

at 468 nm for B2/(TiO2)28H15 (a) and at 467 nm for B3/(TiO2)28H15 (b) calculated by using the 

TD/PM6 method. Between the dye and TiO2 cluster the Typ 3 bond is created 
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Analyzing the data presented above, one can conclude that in the case of 

Type 1 bonds between BX and TiO2 cluster the most efficient charge transfer 

between dye and semiconductor occurs in the case of B3/(TiO2)28H15. The charge 

transfer in this case is equal to 13.70 %. For the B2 and B1-based hybrids, the 

discussed charge transfer is equal to 2.63 % and 2.90 % respectively. In the case of 

a double connection of Type 2 and Type 3 (two –COOH anchoring groups are 

active), the photoexcited charge transfer between dye and semiconductor is more 

efficient. In the case of Type 2 bond the occurring electron transfer has the same 

efficiency for the B2/(TiO2)28H15 and B3/(TiO2)28H15 little bit higher than 16 %. The 

strong connection (Type 3) between dye and TiO2 increases the charge transfer 

from B2 to the semiconductor and decreases electron transfer from B3 giving values 

equal to 22.43 % and 6.01 %, respectively. The tendency of electron accumulation 

on phenyl rings located in the spacer creates a problem for charge injection in 

B3/(TiO2)28H15 system. The Type 3 bond creates a lot of inner MLCT peaks 

decreasing the oscillator strength of the main MLCT transfer (see Fig. 8.8). The 

spectra obtained for B2/(TiO2)28H15 and B3/(TiO2)28H15 possessing Type 1 and Type 

2 bonds have the same shape. The bonds of Type 3 change the location of absorption 

peaks as is seen for B3/(TiO2)28H15 system. In this case, the splitting of the MLCT 

peaks is observed. The most significant electron transfer occurring for the 

B2/(TiO2)28H15 system possessing a Type 3 bond can be explained by the privileged 

charge transfer between dye and semiconductor by the para-position of the 

anchoring group relative to the bipyridine moiety. This situation will be more 

deeply discussed in Chapter  8.2. It allows us to conclude that the B2/(TiO2)28H15 

structure with a Type 3 bond is a good candidate for PV applications. However, 

from Table 8.1 one can conclude that the Type 1 bond between studied components 

is mostly privileged. In consequence, the B3/(TiO2)28H15 system with Type 1 bond 

will be also appropriate to be used in the DSSC application.  
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The measurements of photovoltaic properties of the BX and TiO2-based 

DSSC prototypers were performed at Adam Mickiewicz University in Poznań by 

the research group of Professor Zalas. The results are assembled in a paper titled 

“Anchoring ligands modifications of binuclear ruthenium sensitizers and their 

influence on an electron transport mechanism in dye-sensitized solar cells” 

authored by A. Bartkowiak, O. Korolevych, B. Gierczyk, D. Pelczarski, A. Bossi, 

M. Klein, Ł. Popenda, W. Stampor, M. Makowska-Janusik M., and Zalas.  This

work was sent to be published in Nature Communications. My contribution to this 

work was mainly the realization of the quantum chemical calculations described 

above.  

Experiments show that the dye-loading increases significantly for B2 and B3 

dyes possessing two -COOH anchoring groups when compared with B1. It is 

probably caused by the more efficient protonation of the semiconductor surface. 

The photocurrent density also increases significantly with the addition of a second 

anchoring group into the dye molecule (B2 and B3). However, experimentally was 

proved that the photocurrent density increases with the substitution of ethynyl 

moieties into phenyl ones (in B3 dye). At the same time, it is worth noting that the 

increase in photocurrent density of B3-based cells, when compared with B2, may 

also be associated with the increase of the molar extinction coefficient at MLCT 

band growth. The additional -COOH anchor also modifies the LUMO level of the 

dyes. The decrease in LUMO level disturbs the electron injection process and may 

negatively influence the photocurrent density. An additional anchor downshifts the 

LUMO level of B2 dye compared to B1. At the same time, the screening effect of 

phenyl linkers causes a significant increase in the LUMO level of B3 dye, reaching 

the highest value in the BX series. This considerable change in the LUMO level also 

improves the photocurrent density value of B3-based DSSC. The experimentally 

obtained data are in agreement with the results presented in Chapter 7.  

Taking into account the experimental and computationally obtained data 

one can conclude that probably Type 1 bond occurs between B3 and TiO2 giving 

the highest photocurrent density for B3/(TiO2)28H15 system.  
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8.2. Structural and electron properties of mono-ruthenium/TiO2 

hybrids 

As it was described in Chapter 7 the interesting molecules for DSSC 

application are the RuLp, RuLm, and RuLo dyes. In this Chapter, the simulations 

of the electron and optical properties of the hybrids based on the mentioned dyes 

and TiO2 cluster will be discussed. The obtained results will be compared with data 

coming from experiments performed by the research group of Professor Zalas from 

UAM University in Poznan. Performed research aimed to investigate the influence 

of the anchoring group on the electron and optical properties of hybrid material for 

photovoltaic applications.  

According to the fact that the RuLp, RuLo, and RuLm molecules are not as 

important in size as the molecules BX, their electron properties can be calculated 

directly for the entire structure without any approximations. In this case, was 

decided to take into consideration the TiO2 cluster in configuration (TiO2)49. The 

studied cluster was created from a pristine TiO2 anatase structure by its size 

limitation without any structural reconstruction. The structural optimization was 

performed only for the surface atoms. The core atoms were frozen to keep anatase 

geometry. The evaluated cluster was significantly bigger than the one discussed in 

Chapter 8.1 why this kind of freeze operation was possible.  Calculations were 

performed at the restricted Hartree-Fock (RHF) level using the PM6 method. The 

SCF converge criterion was chosen as 10-8 Hartree. The gradient convergence 

tolerance was equal to 10-6 Hartree/Bohr using quadratic approximation (QA) 

updating the hessian matrix.  

The initial geometries of hybrid systems were built with RuLp, RuLm, and 

RuLo molecules anchored to the (TiO2)49 cluster. The dyes were anchored to the 

cluster by a bond created between the -COOH anchoring group and the Ti atom, 

removing the H atom. The geometries of constructed hybrid structures were 

optimized by parameterized PM6 method with SCF converge criterion equal to 10-

8 Hartree. The gradient convergence tolerance was equal to 10-6 Hartree/Bohr. The 

structural minimization procedure was limited to a dye molecule bound to the Ti 

atom and its neighbor atoms. In this case, the major part of the cluster was kept 

frozen. The PM6 method was also used to evaluate the electron and optical 

properties of the hybrid structures with optimized geometries. The adsorption 
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energy of the RuLp, RuLm, and RuLo molecules at the surface of TiO2 was 

calculated to be equal to 201 kcal/mol, 180 kcal/mol, and 175 kcal/mol, 

respectively. The highest value of adsorption energy was obtained for the RuLp 

molecules and it shows the stability of the hybrid system. The lowest adsorption 

energy of RuLo at the surface of the TiO2 has experimental confirmation. 

Experimentally was proved that only a small amount of initially adsorbed RuLo 

molecules remain on the surface after washing of samples. The main part of RuLo 

molecules could be simply washed off from TiO2 with acetonitrile. One can 

conclude that in the case of RuLo at TiO2 surface the physisorption prevails under 

chemisorption.  

The frontier orbitals of the constructed RuLp/(TiO2)49, RuLm/(TiO2)49, and 

RuLo/(TiO2)49 hybrids were calculated by the PM6 method in vacuum (see Fig. 

8.9). One can see that for all investigated hybrids the LOMO orbitals are located at 

the semiconducting cluster. It means that photoexcited electron transfer is 

privileged for photovoltaics. It is a better situation than was noticed for the Bx-based 

hybrids described previously. According to the performed calculation, the LUMO 

orbitals of RuLm/TiO2 and RuLo/TiO2 are localized at the opposite side of 

semiconductor clusters concerning anchored molecules. Only in the RuLp/(TiO2)49

hybrid, the LUMO is located at the surface of TiO2 nanoparticles near the anchoring 

group of the dye. This arrangement of the LUMO orbital contributes to increasing 

the ability of the charge flow between the dye and the nanostructure. The tilted 

orientation of ortho-derivatives brings the central ruthenium metal close to the TiO2 

surface which facilitates the charges recombination. It has been reported that 

ruthenium dyes with a small angle between the main axis of the sensitizing 

molecule and the TiO2 surface exhibit faster charge recombination reducing the 

overall photoconversion efficiency15,16. In general, all of the para-carboxyphenyl 

derivatives outperform their meta-carboxyphenyl counterparts in achieving higher 

photoconversion efficiency and better DSSCs performance.  

Analyzing the charge transfer process occurring at the dye/semiconductor 

surface one can propose the scenario presented in Fig. 8.10. Upon irradiation, dyes 

absorb light and create an electron/hole par – exciton (1) (see Fig. 810a). The 

LUMO energy level of dye is higher than the conductional band of TiO2 and this 

creates the possibility of exciton diffusion to the interface. The exciton is formed at 

the dye/semiconductor interface (2). In the second stage, the electron must be 
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injected into the TiO2 before electron-hole recombination (3) (see Fig. 8.10b). 

RuLp/(TiO2)49RuLo/(TiO2)49

LUMO

HOMO

RuLm/(TiO2)49

Figure 8.9. Location of frontiers orbitals calculated by parametrized PM6 semiempirical method 

for RuLp/(TiO2)49, RuLm/(TiO2)49, and RuLo/(TiO2)49 hybrids  

Figure 8.10. Charge generation in dye/TiO2 interface in DSSC20

Therefore, the exciton binding energy must be small. The exciton Coulomb 

attractive energy was evaluated for investigated RuLp/TiO2, RuLm/TiO2, and 

RuLo/TiO2 hybrids to be equal to 2.36 eV, 2.86 eV, and 2.61 eV, respectively. One 

can see that the easiest exciton dissociation can be achieved in RuLp/TiO2 hybrid 

system. Step (3) consists of a transient bounded state formed by the electron transfer 

from the dye to the CB of TiO2 while the hole remains in the dye. In this state, also 

called charge-transfer (CT) exciton17,18, the free charges (free electron in CB of the 

TiO2 and free hole in the dye) interact via Coulomb interaction. In this case, the 

binding energy of an exciton may be so large to prevent its dissociation at room 
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temperature without a supply of energy. However, vibrational energy may ensure 

the dissociation of CT excitons leading the free electrons and holes to flow in 

opposite directions due to the difference in the work functions of both: dye and TiO2 

nanostructures constituents (4) (Fig. 8.10c).  

Experimentally was shown that the RuLp and RuLm dyes adsorbed on the 

TiO2 anode exhibit better photovoltaic properties than the RuLo 20. Therefore, the 

electron properties of the RuLp and RuLm dyes anchored at the surface of the TiO2 

cluster by the bond of Type 1 implemented in Chapter 8.1 for BX molecules were 

studied. To build the RuLp/(TiO2)28H15 and RuLp/(TiO2)28H15 hybrids the RuLp 

and RuLm structures optimized by the HF method were used. The TiO2 cluster was 

taken the same as it was described in Chapter 8.1.  

Full atom optimization of the hybrids was performed by the GAMESS 

program package, applying C1 symmetry for the system. Minimum energy 

searching was performed in a vacuum using the HF formalism applying 6-31G basis 

sets for all atoms. The minimum of the potential energy surface was calculated at a 

restricted Hartree-Fock (RHF) level19. Optimal geometries of the hybrids were 

found by applying the quadratic approximation (QA) optimization algorithm based 

on the augmented Hessian technique. The gradient convergence tolerance was equal 

to 10-5 Hartree/Bohr. At the end of the geometry optimization, the Hessian 

evaluation was performed to exclude structures giving negative modes. 

The electron and optical properties of the hybrids were calculated by 

TD/PM6 method using the Gaussian package. The obtained RuLp/(TiO2)28H15 and 

RuLp/(TiO2)28H15 hybrids exhibit a broad peak associated with the MLCT transfer 

of electrons characteristic for ruthenium complexes (see Fig. 8.11b and Fig. 8.11c). 

The mentioned peaks are noticed at more-less 450 nm for both systems. In this area, 

the TiO2 cluster does not absorb the light at all (see Fig. 8.11a). It means that the 

dyes are responsible for the absorption of visible light, as was observed for Bx-based 

hybrids. Additionally, one can say that the semiconductor does not affect the optical 

properties of ruthenium-based dyes significantly. 
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Figure 8.11. The  UV-vis absorption spectra calculated by TD/PM6 method a) for the (TiO2)28H15 

cluster, b) for the RuLp/(TiO2)28H15  hybrid, and c) for RuLm/(TiO2)28H15 hybrid. The bond of 

Type 1 between dye and TiO2 is created 

 The peaks located at 451 nm for RuLp/(TiO2)28H15 and at 447 nm for 

RuLm/(TiO2)28H15 were chosen for the more deep analysis. Was found that two 

electron transfers contribute to each excitation (see Fig. 8.12). In the case of 

RuLp/(TiO2)28H15 hybrid, the electron transfer from the dye to TiO2 occurring 

during the discussed photoexcitation is equal to 13.24 % (see (Fig. 8.12a). The 

calculated photoinduced electron transfer is very similar to the one calculated for 

the B3/(TiO2)28H15 hybrid possessing bond of Type 1. Meanwhile, the 

RuLm/(TiO2)28H15 hybrid gives a charge transfer near 2.90 %. Concluding one can 

say that the photoinduced charge transfer occurring in the RuLp/(TiO2)28H15 hybrid 

will enhance the photovoltaic processes compared with RuLm/(TiO2)28H15 hybrid. 

It was also seen experimentally, that the RuLp molecule is more favorable for 

photovoltaic applications compared with RuLo and RuLp dyes21. One can conclude 

that the para-position of the anchoring group in ruthenium complexes favors the 

photoinduced charge transfer from the dye to semiconducting TiO2. 
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a)

451 nm (f=0.291) 

b) 

447 nm (f=0.174) 

Figure 8.12.  Molecular orbitals contributing to the ground and excited states of 

excitation at 451 nm for RuLp/(TiO2)28H15 (a) and at 447 nm for RuLm/(TiO2)28H15 (b) calculated 

by using the TD/PM6 method. Between the dye and TiO2 cluster the Typ 1 bond is created 

The results presented in Chapter 8.2 are partially reported in the paper titled 

“Impact of dyes isomerization effect on the charge transfer phenomenon occurring 

on the dye/nanosemiconductor interface.” and published in Solar Energy Materials 

and Solar Cells20. This work is authored by O. Korolevych, M. Zalas, W. Stampor, 

A. Kassiba, and M. Makowska-Janusik. The experimental part of this work was

performed at Adam Mickiewicz University, Poznań.  My contribution to this work 

was the realization of all quantum chemical calculations.  

8.3. Conclusions 

In the presented Chapter the structural and optical properties of the selected 

dye/TiO2 hybrids were investigated computationally and the obtained results were 
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compared with experimental data. Studies were focused on Bx, RuLm, and RuLo 

molecules attached to the (TiO2)28H15 clusters in the context of their use in DSSC 

applications. In this case, particular attention has been paid to specifying the 

connection type between dye and TiO2. In consequence, the UV-vis absorption 

spectra, location of frontier orbitals, and charge transfer occurring between dyes 

and TiO2 were investigated.   

Searching for the best approach allowing to compute the electron and optical 

parameters of hybrid materials based on studied dyes and TiO2 the method to 

construct a dye/TiO2 hybrid structure was developed. The developed approach of 

modeling the structure of hybrids consists of the structural evaluation of the cluster 

with the anchor functional group of the dye, and then the substitution of the entire 

dye with the anchor-separator group. Such a modeling approach allows the 

maintenance of the correct geometry of the ruthenium-based dyes, which has a 

significant impact on the electron properties of the entire system. The proposed 

approximation has not been used in works known to me so far. As a consequence, 

it gave good computational results for hybrid structures, taking into consideration 

their electron and optical properties. 

Three possible types of connections between dyes and semiconducting 

nanostructures were found. The single connection, through the –COOH anchor, that 

can occur between RuLp, RuLm, and Bx molecules is named Type 1, and the double 

connection where one –COOH group is more active and the other is less active is 

named Type 2, and connection of Type 3, where both -COOH groups are strongly 

active in the bond creation was found. The two last types of bonds can be found for 

the B2 and B3 dyes anchored on the surface of TiO2. The bond of Type 1 creates the 

most stable Bx-based hybrid structures, compared with Type 2 and Type 3.   

Calculations of the electron and optical properties of the hybrid materials 

were carried out. The mechanism of charge transfer between dye and 

semiconductor in the process of photoexcitation was explained. Simulations clearly 

show the preference of para-position of -COOH group to the donor part as it is 

noticed for RuLp connected by the bond of Type 1 as well as for B2 and B3 dyes 

connected to the semiconductor by the bond of Type 2. 

In the case of the bond of Type 1, the best properties were achieved for B3. 

The charge transfer occurring in this case between B3 and TiO2 in the act of 

photoexcitation is equal to 13.70 %. A similar value of the electron transfer was 
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obtained for the RuLp/(TiO2)28H15 hybrid. In the case of the B2/(TiO2)28H15 with a 

bond of Type 3 the observed charge transfer is equal to 22.43 %, but the probability 

of occurrence of the bond of Type 2 is less than the bond of Type 1.  

Experiment measurements performed at Adam Mickiewicz University in 

Poznan by the research group of Professor Zalas show that the RuLp and B3 dyes 

are the best for the DSSC applications.  Based on performed computer simulation 

one can suggest that the bond of Type 1 gives the most stable hybrid systems. 

Comparing the computationally obtained data and the results of computer 

simulations one can conclude that investigated Bx molecules are anchored on the 

surface of the TiO2 nanostructure by bond of Type 1. Both hybrids, the 

RuLp/(TiO2)28H15 and  B3/(TiO2)28H15, can be used in photovoltaic applications. 

However,  better efficiency of light-to-electron energy conversion is observed for 

the RuLp-based structures. The obtained computational results are close to the 

experimental data. Additionally, based on the performed calculations the 

mechanism of the charge transfer from the dyes to the TiO2 was explained. The 

conclusion is that for the ruthenium-based dyes, a two-stage charge transfer 

mechanism is observed. 
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Chapter 9 

CONCLUSIONS AND PERSPECTIVES 

Alternative to fossil fuels and nuclear energy are currently intensively 

developed technologies using so-called renewable energy sources such as biomass, 

geothermal energy, wind or tidal power, and solar energy. Particularly attractive 

from the point of view of sustainable development and ecology seems to be the 

perspective of using sunlight. Among many intensively developed photovoltaic 

technologies in particular dye-sensitized solar cells (DSSC) present important 

scientific interests. 

The scientific goal of the presented thesis was to explain the mechanism of 

charge transfer occurring between dyes and semiconductors in selected hybrid 

materials used in DSSC applications. The work is part of the global trend of 

research on the use of alternative energy sources and has resulted in the 

development of new hybrid materials and their components. The work was based 

on computer simulations of the structural, electron, and optical properties of hybrid 

dye/semiconductor materials. It aimed to determine the effect of doping and 

defecting of the TiO2 semiconductor on the light-to-current efficiency conversion. 

Also, the impact of the modification of dyes, especially ruthenium-based 

complexes, on the photovoltaic properties of dye/TiO2 hybrids was studied 

computationally and the results were tested by experimental investigations.  

As a result of the performed quantum-chemical calculations of the structural 

and electron properties of stoichiometric and non-stoichiometric TiO2 crystals, it 

was shown that using the DFT calculation method with appropriate Hubbard 

corrections, it is possible to map the physicochemical properties of oxide 

semiconductor materials, which so far was unattainable in many literature reports. 

Using selected numerical parameters, the electron properties of TiO2 crystals in the 

anatase phase, doped with X=Zr, Ni, Mn, Cu, or N ions and containing oxygen 

vacancies, were characterized. The role of vacancies in TiO2:X materials as the 
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main stimulator of the appearance of donor and acceptor levels in the TiO2 band 

gap was determined. 

As a result of experimental studies and quantum-chemical calculations, it 

was shown that doping TiO2 with Zr ions stabilizes its structure in the form of 

anatase and generates oxygen vacancies, which positively affects the 

photoconversion properties. It has been proven that the modification of TiO2 with 

X2+ ions creates additional electron states in the band gap region. It has been shown 

that the creation of additional energy levels near the conduction band (donor levels) 

has a positive effect on the driving force of electron injection from the sensitizer 

into the semiconductor material. Analyzing the shape and location of the donor 

levels, it was shown that the increase in their dispersion supports the charge 

transport in the conduction band (TiO2:Ni). The flattened structure of the donor 

level (TiO2:Cu) supports unwanted recombination processes by reducing the 

lifetime of the injected electron. It was also shown that the creation of additional 

energy (acceptor) levels close to the edge of the valence band does not affect the 

charge transfer process in DSSC systems (TiO2:Mn). The results of the conducted 

research indicate that both the type of admixture and its percentage content have a 

significant impact on the charge transfer in DSSC cells. 

Electron properties of two groups of organic dyes were investigated: those 

with one trisbipyridine group per molecule (RuLp, RuLo, RuLm) and dendrimer 

molecules containing two trisbipyridine groups (B1, B2, B3, B4). The dyes differed 

in the position and number of anchor groups (-COOH) and in the construction of 

the separator between the trisbipyridine and the anchor. It was shown that the 

intramolecular electron transfer and injection capabilities of TiO2 depend on the 

position of the anchor group. Cells sensitized with ortho-substituted dye (RuLo), 

possessing steric hindrance coupled causing specific intramolecular interactions, 

suppress the dye adsorption capacity, compromising DSSC performance. Dyes with 

an anchor in the meta (RuLm) and para (RuLp) positions adsorb on the TiO2 surface 

in a similar amount, but the efficiency of para-sensitized DSSC is higher. 

Additionally, the role of stabilizers was explained by performing quantum-chemical 

calculations of electron and optical properties of mono and biruthenium organic 

dyes. 

A method for the construction of organic dye/nanostructured semiconductor 

hybrid materials based on computer simulations was developed. The proposed 
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approach is based on simulations of the model/TiO2 system and then by substitution 

of dye molecule in the position of anchor group. Was shown that the implemented 

methodology of hybrid system modeling gives good results in calculating the 

optical properties of hybrids. The proposed approach is reasonable in the case of 

structurally complicated dyes. The small dyes can be taken into consideration 

during the geometry optimization procedure without any restrictions. 

Three possible types of connections between dyes and semiconducting 

nanostructures were found. The bond of Type 1 creates the most stable Bx-based 

hybrid structures, compared with Type 2 and Type 3. Calculations of the electron 

and optical properties of the hybrid materials were carried out. The mechanism of 

charge transfer between dye and semiconductor in the process of photoexcitation 

was explained. Simulations clearly show the preference of para-position of -COOH 

group to the donor part as it is noticed for RuLp connected by the bond of Type 1 

as well as for B2 and B3 dyes connected to the semiconductor by the bond of Type 

2. In the case of the bond of Type 1, the best properties were achieved for B3. The

charge transfer occurring in this case between B3 and TiO2 is equal to 13.70 %. A 

similar value of the electron transfer was obtained for the RuLp/(TiO2)28H15 hybrid. 

In the case of the B2/(TiO2)28H15 with a bond of Type 3 the observed charge transfer 

is equal to 22.43 %, but the probability of occurrence of the bond of Type 2 is less 

than the bond of Type 1. Both hybrids, the RuLp/(TiO2)28H15 and  B3/(TiO2)28H15, 

can be used in photovoltaic applications. However,  better efficiency of light-to-

electron energy conversion is observed for the RuLp-based structures. The 

conclusion is that for the ruthenium-based dyes, a two-stage charge transfer 

mechanism is observed. 

The completed research complements the state of knowledge regarding 

charge transfer processes in dye cells. It was found that when planning structural 

modifications of nanomaterials, one should primarily take into account its 

adjustment to the energy levels of the dye. Experimental studies supplemented with 

quantum-chemical calculations helped in the interpretation of the obtained results 

and showed that the proposed holistic approach should become a standard in 

research on the design of photomaterials. The presented results are important for 

the search for new sensitizers and may be a starting point for further research 

beyond the field of photovoltaics.  
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